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ABSTRACT

OPTICALLY PUMPED NMR IN 
THE QUANTUM HALL REGIMES

Pankaj Khandelwal 
Yale University 

May 2001

We have built a new laboratory at Yale in order to study the spin polarization of 

electrons in the integer and fractional quantum Hall regimes using optically pumped 

nuclear magnetic resonance (OPNMR). This is the first demonstration of OPNMR 

below T  =  1.5K. In order to extract quantitative values of the spin polarization from 

our measurements, we propose a model for the density distribution of electrons inside 

a quantum well. Using our data, we can deduce that the quasiparticles (excitations 

of the 2 dimensional electron gas) of the filling factor u = l /3  ground state have a tiny 

spin (on average, about one-tenth of an ordinary electron spin). Furthermore, we find 

that the assumption of homogeneous polarization along the plane of the quantum well 

due to fast quasiparticle motion is not always true. From comparisons of the data 

to our computer simulations, we can show that these quasiparticles slow down as the 

temperature is lowered. At T  <  0.5K, we also find that the electron spin temperature 

can be driven out of equilibrium by applying a large amplitude radio frequency pulse. 

This procedure allows us to place a lower limit on the electron spin-lattice relaxation 

time in these materials at z /= l/3 .

Our recent measurements of the electron spin polarization at filling factors v = l /2  

and v —1 are presented. These data also indicate the presence of interesting new 

physics. For example, our measurements at v = l / 2  indicate that the ground state 

cannot be a “Fermi Sea” of non-interacting composite fermions. Our low temperature 

measurements at z/=l indicate that the skyrmion liquid freezes and gets pinned to the
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lattice. We have also pursued the possibility of using OPNMR to study the structural 

properties of epitaxial GaN films. Our preliminary measurements of the NMR signal 

in these materials using conventional detection are presented.
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Chapter 1

Introduction

Discovered by Edwin Hall in 1879, then a graduate student at John Hopkins Uni­

versity in Baltimore, the (classical) Hall effect may be used to reveal the sign and 

density of the dominant charge carriers in a metalic or semiconducting system. Ap­

plying a magnetic field B(\\z)  perpendicular to a sheet of gold leaf, he drove a current 

/  through the sheet (/||a0 and measured the transverse voltage Vho.ii that results 

(VHaii\\y) (where B  JL I  1  Vhoii)- Hall found found that this voltage was propor­

tional to both the current and the magnetic field. The sign of the voltage determines 

the sign of the dominant charge carriers in the system. The effect can be understood 

using classical electrodynamics. The Lorentz force exerts a force on the electrons that 

pulls them sideways. This pull is proportional to the magnetic field and the current 

that passes through the leaf. The Hall resistance, R h , defined as the ratio of the 

tranverse voltage to the longitudinal current can be worked out to be

R h =  B /n e , (1.1)

where n is the 2 dimensional density of the electrons passing through the leaf. 

This quantity is quite independent of sample characteristics, and so is a very useful

1
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1.0. IQHE 2

measure of the electron (majority carrier) density in various materials, i.e. metals, 

semimetals and semiconductors.

The quantum version of the above effect, originally discovered by Klaus Von 

Klitzing[l] in 1980, occurs with electrons which are very tightly confined in one di­

mension, much more so than the thin leaf that was studied by Edwin Hall. Typical 

widths of 2 dimensional electron gases (2DEG) are about 100-300A. These widths 

are so tiny that the energy of the next excited state for the electron confined in the 

z direction can be much larger than the temperature scale. In such a system, when 

the magnetic field is changed, we no longer observe the linear dependence of the Hall 

resistance on the magnetic field, but plateaus (Fig. 1.1a) which are very accurately 

quantized (to better than 10-8 ) at:

where i is an integer.

We can characterize the 2DEG by its two-dimensional conductivity and resistivity 

tensors cr and p =  a~l , which are expressed in terms of the sheet current density j and 

electric field E  as:

1.0.1 The Integer Quantum Hall Effect

(1.2)

such that Equation 1.1 becomes:

and (1.3)

P x y { B ) —
1

B , (In 2D, pxy =  R h). (1.4)
en

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



1.0. IQHE 3

14000

12000 i = 2

10000

8000 i = 3
a

>%X
Q l

6000
i = 4

4000 i = 6

2000

300

S  200
P

100

0 20 40 60 80

B(kG)

Figure 1.1: (a) -  Field dependence of the Hall resistivity pxy, exhibiting plateaus at 
h /e 2 — 25.812805 divided by an integer i. Plateaus for i  =  2, 3, 4, 6, and 7 can be 
clearly seen, (b) -  The corresponding pxx trace. Adapted from [2],

The integer quantum Hall effect (IQHE) can then also be expressed as step-like 

deviations in pxy from this linear law. Simultaneously, the diagonal components of 

resistivity vanish (pxx =  pyy =0) near the center of each plateau in pxy, as Figure 1.1(b) 

demonstrates. At the center of each plateau, pxy=h/ine2.
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1.0. IQHE 4

la what follows, we will attempt to understand the IQHE with a few simple 

arguments, leaving the details for much more comprehensive reviews of the quantum 

Hall effect [3, 4, 5, 6, 7]. Lets first consider the problem of an electron with a spin in 

a magnetic field B ||z:

The magnetic vector potential A  can be chosen using the Landau gauge (A y =  Bx, 

AX =  AZ =  0), which leads to the solution:

Thus, the solutions tp(x, y ) to Equation 1.5 are localized in x, but extended (as 

plane waves) along y, with the energy levels given by:

In GaAs the term huc is much larger than Ez =  g* (J-bB, so that the Landau 

levels (Fig. 1.3) are actually arranged in pairs (E2 n + 1 — E2n =  Ez ) which are widely 

separated from each other. These Landau levels, in the absence of disorder and in 

an infinite geometry, are highly degenerate since py can assume any values in the 

continuum.

(1.5)

(1.6)

where x(.x ) satisfies the linear oscillator equation:

X"(x) +  -  [(£  +  g*pBsB) -  ~  ^o)2] xi?) =  0 (1.7)

with

(1.8)

(1.9)
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1.0. IQHE 5

However, if the geometry is finite, the momentum py can only take on a finite 

number of values. First, because of periodic boundary conditions, py =  2irNy/ L y, 

and second, because xo (=  —cpy/ e B ) can only take values from 0 to Lx. Hence, the 

number of states per level, Ny, can be counted to be LxLyeB/hc.  The Landau level 

filling factor is defined as the fraction of these degenerate Landau levels occupied by 

the electrons:
nhc

,  =  —  . (1 .10)

where n is the two-dimensional electron density and n $ = N y/ L xLy = e B /h c  turns 

out to be just equal to the density of magnetic flux quanta penetrating the sample 

plane. However, unlike in superconductors, here the magnetic field penetrates the 

2DEG sample homogeneously.

The IQHE is remarkably independent of the particulars of the sample, which 

can contain many defects. This surprising insensitivity to the nature of the sample 

pointed to a “fundamental” origin for the IQHE. However, in the explanation of the 

quantum Hall effect proposed by Laughlin, the defects found in real samples play 

a crucial role. The existence of the p ^  plateau reveals the subtle role played by 

“localized” and “extended” states. In order for us to observe the plateau, we need to 

have localized states present at the Fermi energy that can trap the electrons that get 

pushed out of the lower Landau levels as we change the magnetic field. Disorder tends 

to broaden the electronic spectrum, until the Landau levels are no longer separated, 

and causes the states in the tails of the Landau level to become localized (Fig. 1.3). 

If it weren’t for these localized states, the quantum Hall effect would occur over a 

very small region, and the plateaus would not be visible. The trapped electrons no 

longer contribute to the current, hence we also require that all the other electrons 

speed up, in order to make up for the lost current of these localized electrons.

Laughlin proposed an elegant explanation containing all the above ingredients. To

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
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(a)

(c)
1mm

0.38
mm

Figure 1.2: Sample geometries used in the quantum Hall effect: (a) the classic “Hall 
bar”, (b) a theorist’s concept of the “Corbino disk”, where the Hall voltage is applied 
azimuthally via Vh =  ^<5 (as in Laughlin’s Gedankenexperiment), and (c) the top 
view of a typical sample used in magneto-transport measurements.
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1.0 . IQHE (

understand his explanation, let us consider the “Corbino” geometry, shown in Figure 

1.2(b). He proposed the following form for the Faraday law of induction to be used 

with the 2DEG,

/  =  cAE/4 j, (1.11)

i.e., the total current at a given value of <p is the adiabatic derivative of the total 

energy with respect to 0 , where <fi is the flux that passes through the annulus, /  is the 

current and Vff is the Hall voltage (Fig.1.2). We can choose electronic states (Eq. 1.6) 

such that they are localized in the radial dimension and extended around the annulus 

azimuthally. Extended states that enclose the varying magnetic flux will gain a phase 

factor around the loop as the magnetic flux through the annulus is varied, and thus 

their azimuthal momentum will change, resulting in the displacement of the wave 

function radially (since the radial coordinate and the azimuthal momentum correlate 

as xq and py in Eq. 1.8). Since they gain a phase factor of 2ir when a unit of flux 

quantum is pushed through the annulus, the wavefunctions must be unchanged after 

each unit of flux that is added through the annulus. In each Landau level, the wave 

functions will shift into each other’s steps radially, transferring a unit of charge per 

Landau level, per flux quantum added, from one edge of the sample to the other. If 

the voltage across the radial dimension is Va, the energy gained by the electrons is 

eVff, hence the current is I  =  ne2/hVFF, giving us the right Hall conductance. This 

argument holds in the presence of disorder[9], which tends to localize states present 

at the tails of the Landau level. It is important that the argument remains valid in 

the presence of disorder, since it is the disorder that is responsible for generating the 

plateaus seen in the IQHE.
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LLJ
Q

Figure 1.3: Effect of disorder on the one-body density of states. Only the states 
near the center of each Landau level (shaded region) are delocalized. Adapted from 
Laughlin[6].

1.0.2 The Fractional Quantum Hall Effect

Figure 1.4 illustrates the fractional quantum Hall effect (FQHE), where by going 

to stronger magnetic fields and using samples with higher mobilities it is possible to 

observe plateaus similar to those in the integer effect, but occurring at the values of:

Pxy (plateau) =  u~l ~  , (1-12)

where v  =  ^  is a simple fraction rather than an integer. The strongest effect takes 

place at v  =  with distinct plateaus in pxy and minima in pxx also observable at 

many other fractions, e.g. v  =  | ,  | ,  | ,  | ,  and so on.

Although similar in appearance to the IQHE, the FQHE cannot be explained 

without considering electron-electron interactions. Indeed, the independent electron

40 1 2 3
E/hwc
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2.5

(D

2/5 1/33/5
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X
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Figure 1.4: Overview of the observed fractions in the FQHE measurements. The 
dashed diagonal line represents the classical Hall resistivity (Eq. 1.4) and the solid 
curve with step-like structure (plateaus) — the experimental results. Diagonal resis­
tivity pxx{B) is drawn on a separate scale, with regions of pxx =  0 (corresponding to 
the plateaus in pxy{B )) and sharp spikes between some of them. The filling factors 
corresponding to each fraction are marked with arrows. Adapted from [8].
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1.0. IQHE 1 0

picture discussed above does not predict that any energy gaps should be found at the 

fractional filling of i/ =  j  as opposed to, for example, i/ =

By assuming that the electron spins are fully polarized by the strong magnetic 

fields at low temperatures, and keeping in mind the need to minimize Coulomb re­

pulsion between electrons, Laughlin proposed the following form for the many-body 

electron wave function for a i/ =  — ground state [9]:

=  exp
1 *

412H6o I

N

n(z3-2*r, aw)
j<k

where the complex variables z3- =  x  +  iy  are functions of the j th electron coordi­

nates, la =  ( h e /  e B ) is the magnetic length and m is an odd integer.

The “zeroes” of this wavefunction minimize the Coulomb electron-electron inter­

action energy, which may be seen by the following. If we fix the position of the first 

N -l electrons, then the probability of finding the N£/l electron goes to zero as its 

position approaches any of the other fixed electrons (because of the (zr 4 ) m factor 

in eqn. 1.13). These m  zeroes are also called “vortices”, since moving an electron 

in a closed loop around any one of them leads to an additional phase shift of 2tt 

in the wavefunction. Placing m  vortices on each electron leads to the filling factor 

i/ =  n /n$ =  l/m . The form of the wavefunction in eqn. 1.13 suggests that an energy 

gap will exist at u = l /m :  adding or removing magnetic flux will create either free 

vortices or electrons having fewer than m  flux quanta associated with them, at an 

extra energy cost.

Laughlin’s “Corbino disk” argument can also be directly applied to his wave func­

tion -0m (Eq. 1.13), with a remarkable result: excitations associated with the free flux 

quanta or with the electrons lacking a vortex can be described as fractionally charged 

(e.g. <7 =  | e )  quasiparticles and quasiholes [5, 10]. Indeed, such objects have been 

recently observed in the magnetic focusing [11], resonant tunneling[12] and shot-noise
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[13] experiments.

1.0.3 One Half Filling

Significant progress in describing a strongly interacting 2-dimensional electron gas 

in a large magnetic field in terms of composite fermions (CF) in a reduced field has 

stimulated a large body of theoretical and experimental work [5, 10]. One of the most 

suprising implementations of this idea was put forth in the seminal work of Halperin, 

Lee, and Read [14], who argued that the ground state of the 2D EG at Landau level 

filling factor is well-described by CF in zero net magnetic field, which therefore 

exhibit a well-defined Fermi surface. Experiments carried out near u = l  have provided 

convincing evidence of the existence of the CF Fermi surface [15, 16, 17, 11, 18]. We 

wall describe our measurements on the i /= l /3  and z /= l/2  states in chapters 3 and 5 

respectively.

1.0.4 Spin, OPNMR and the Quantum Hall Effect

Soon after the discovery of the QHE’s, Halperin[19] pointed out that it was not 

proper to neglect the presence of the electronic spin when one considers the size of the 

effective Lande g factor in GaAs. The coulomb interaction between the electrons takes 

the form V(t—r') =  e2/ ( e  |r—r '|). For GaAs quantum wells, the dielectric constant is

13, and the effective electron mass and the effective g-factor are m* =  0.07me, and 

g* =  —0.44, where m e is the baxe electron mass in vacuum. The energy needed to gen­

erate a quasihole (quasielectron) is estimated to be [20, 21] about 0.026 e2/ la and 0.073 

e2/ l a. Using the expression for the magnetic length used before, l0 =  ( h c / e B  ) l/2 and 

using the numbers above, we find that even in a 10 T field, the Zeeman energy to
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flip a spin (~  3 K) is smaller than the energy to excite a quasiparticle (~  60 K). 

Hence, it might be possible that some of the originally detected FQHE states were 

not fully spin polarized, but partially or completely unpolarized[5]. Some of the early 

transport experiments gave hints about the nature of the spin configuration of the 

quantum Hall states. QHE states which are fully polarized tend to get stronger, i.e. 

develop a deeper pxx minimum as one increases the Zeeman energy. However, this 

was not the case with certain filling factors, such as v=8 /3  that actually became 

worse upto a certain Zeeman energy and then started to strengthen again. This was 

interpreted as evidence for a transition from a state that was partially polarized to 

one that was fully polarized (one way to increase the Zeeman energy without chang­

ing i/ is to tilt the sample and increase the magnetic field till B_L is the same, since 

the electronic spin couples to the total magnetic field and v  only depends on B±_ 

in a 2D sample). However, none of the above experiments can measure the spin of 

the electrons directly, which is the motivation for this thesis. Information about the 

electronic spin will prove to be very useful as we will show that it is very hard to 

explain all the features of our experiments using the conventional QHE theory.

The reason why most of the early QHE experiments were transport measurements 

was because the low density of electrons buried deep inside the sample typically make 

negligible contributions to “classic” thermodynamic measurements. As a result, very 

little is known about certain features of the 2DEG, the spin in particular. In order 

to perform regular NMR on the 2DEG, one would like to have ~  1019 nuclear spins 

present in the sample. This is about 20-40 times more spins than are present in the 

quantum well. The original NMR experiments in the quantum Hall regime relied on 

a technique originally predicted by Overhauser (to be described in the next chapter) 

to increase the thermal polarization of the nuclei. Shown in Fig. 1.5 are Knight shift 

data[22] plotted as function of filling factor near v = l .  The Knight shift (which will be
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Figure 1.5: Top panel: Spin polarization plotted vs. filling factor v  and compared with 
both a single particle and Skyrmion-based model. The single-particle polarization is 
based on a simple counting argument, one spin flip per unpaired flux quantum for 
v  <  1 , and Sz =  1, for u >  1 . Bottom panel: Electron spin polarization as a function 
of temperature at a filling factor close to u =  l. Reprinted from Barrett et al. [22].
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explained later) is a measure of the electron spin polarization- Something very unex­

pected happens in Fig. 1.5. For independent electrons, we expect the Knight shift to 

remain constant (fully polarized) for filling factors below 1 , amd drop at a certain rate 

(solid line) for filling factors above 1. This is not what happens in a real QHE system. 

The Knight shift falls drastically on either side of n = l, revealing the importance of 

electron-electron interactions even at v = l .  Early transport measurements[23] also 

noted anomalies in the activation gap energy at i/= l, 2 , and 3. These anomalies 

indicated the presence of a “exchange enhancement” of the Zeeman energy. We will 

describe some of our recent measurements at v = \  in chapter 4 that shed more light 

on this and other aspects of the v = l  QHE state.

At about the very same time as the original Knight sh ift measurements were 

being performed, S.L. Sondhi and H. A. Fertig independently developed a picture 

of the quantum Hall effect at i /= l ,  that would explain just “these very features. In 

a theory developed by S. L. Sondhi et al. [24] and applied t o  v =  1  by H. A. Fertig 

et al. [25], skyrmions are charged spin textures, described Ln terms of a smoothly 

varying unit vector field, with an effective number of spin reversals K  and “size” that 

are determined by the competition between the Coulomb e nergy (which increases 

both) and the Zeeman energy (which reduces both). Qualitatively, the skyrmion spin 

texture is cylindrically symmetric with a down spin at r=Q , and a smooth radial 

transition to up spins at r = oo. In between, the non-zero XY spin components have a 

vortex-like configuration[24, 26, 27, 28]. The addition of skyrmions to the v = \  ground 

state was predicted to result in a rapid depolarization of the lowest Landau level, as 

\8v\ is increased[25, 29]. Several experiments are consistent w ith  this[2 2 , 30, 31] and 

other predictions[32, 33, 34, 35, 36] of the skyrmion model.

Shown schematically in Fig. 1 . 6  are two types of excitations, neutral (caused, say 

by increasing the temperature, e.g., spin waves) and charged, (by varying the filling
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Figure 1.6: Schematic representations of a fully spin-polarized ground state (a), along 
with its neutral and charged excitations: (b) spin wave, and (c) spin texture called 
“skyrmion”.
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factor, e.g., skyrmions). The neutral excitations of a quantum Hall ferromagnet were 

considered by Y. A. Bychkov et al. [37] and C. Kallin and B.I. Halperin [38], who 

computed the dispersion relation for spin waves. As Figure 1.6 shows, both the spin 

waves and the skyrmions cause a reduction in the total spin of the 2DEG.
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Chapter 2

Optically Pumped NMR: 

Background and Previous Results

There are several experimental conditions that one needs to satisfy in order to perform 

optically pumped NMR measurements on GaAs quantum wells. This chapter will 

deal with these experimental concerns. A description of the multiple quantum well 

samples that were used to study the Hall effect is provided in section 2.0.5. In order 

to detect the small NMR signal from these samples, we used optical pumping to 

enhance the nuclear spin polarization in the multiple quantum wells. This procedure 

and the Overhauser effect (dynamical nuclear polarization) are explained in detail 

in sections 2.0.7 and 2.0.6. The expected NMR spectrum from nuclei inside the 

quantum wells is discussed (section 2 .0 .8 ) along with the procedure that we used 

to determine the electron density in these samples (section 2.0.9). Finally, some 

additional experimental details are given in section 2 .0 .1 0 .

2.0.5 Sample Description

17
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The quantum Hall effect was originally discovered in a Metal Oxide Silicon Field 

Effect Transistor (MOSFET)[l]. In a FET, the electrons reside at the intersection of 

a crystalline semiconductor and a random glass. This surface is very rough and acts 

as a strong scattering potential for the electrons. It is desirable to reduce this strong 

scattering potential in order to study effects which are unrelated to the impurity 

scattering. We can increase the mobility of the electrons (or decrease the impurity 

scattering potential) by a factor of a 1000 over those in a silicon FET by using a 

quantum well (or a single interface) of GaAs/AlGaAs grown by molecular beam epi­

taxy (MBE). MBE is a high-vacuum evaporation technique that one can use to grow 

high-quality, atomically precise thin layers of semiconductor. In these high mobility 

heterostructures, the dopant atoms which are the strongest impurity scatterers axe 

physically separated from the electrons in these structures, in a method now com­

monly refered to as as modulation doping. This approach was first used by Tsui et 

al. [39] in their search for exotic phenomena at high magnetic fields, which led to the 

discovery of the fractional quantum Hall effect. The distance that the silicon dopant 

atoms are placed away from the quantum well determines the 2D electron density in 

the quantum well. AlAs and GaAs have very similar lattice spacings. It is for this 

reason that quantum wells made out of a combination of these two have very smooth 

interfaces and correspondingly high mobilities. Recent optical measurements on high 

quality samples have determined that the interface is on average atomically sharp 

with well separated steps (about 1  every 500nm) where the layer could fluctuate by 

an atom.

All of the multiple quantum well samples in this study were grown by molecular 

beam epitaxy (MBE) on semi-insulating GaAs(OOl) substrates by Loren N. Pfeiffer 

and Kenneth W. West. Figure 2 . 1  shows a slice of the sample along the x' — z' plane. 

Here, z! is the growth direction and x1, y' lie in the plane of the quantum well. Sample
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parameters for the three samples used for the work in this thesis are shown in Table 

2 .1 . For example, sample 40W contains forty 300 A wide GaAs wells separated by 

3600 A wide Alo.1 Gao.9 As barriers. The GaAs substrate is 0.5 mm thick for all three 

samples. Silicon delta-doping spikes located in the center of each barrier provide the 

electrons that are confined in each GaAs well at low temperatures, producing 2DES 

with very high mobility (n >  1.4 x  106  cm2 /V s). This MQW structure also results 

in a 2D electron density that is extremely uniform from well to well and is unusually 

insensitive to light [40]. The two usual mechanisms for changing the carrier density 

with ambient light are supressed in these samples because of the low Al concentration 

in the barriers (which tends to supress the ionization of D X °  and D X ~  centers) and 

the symmetric pinning of the conduction band edge near the position of the ionized 

Si+ dopants (which tends to confine the optically created electron hole pairs in the 

quantum well till they recombine). Having a carrier density that is insensitive to 

fight is very important for our experiments since we use optical pumping to enhance 

the polarization of the nuclei inside the quantum well. The amount of Al in the 

Alo.1 Gao.9 As barrier controls the height of the barrier potential and is usually kept 

between 0.03 and 0.30. A low Al concentration also results in higher mobility of the 

electrons in the quantum wells. The value of the electron g factor inside our quantum 

wells is close to its value in the bulk (-0.44). The g factor in AlGaAs depends on 

the Al concentration, so it is possible to make a quantum well with #=0, although 

the electrons inside such a quantum well have a very poor mobility. Finally, it is 

also possible to change the electron g factor inside a quantum well by changing the 

ambient pressure[41].

Also shown in Fig. 2 . 1  is the minimum of the conduction and the maximum of the 

valence band as a function of z! for the electrons. The height of the barrier potential is 

determined by the conduction band offset. At room temperature, the electrons have
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Figure 2 .1 : Schematic diagram of a quantum well sample, with the epitaxial layer 
structure and the corresponding electron energy bands shown as a function of the 
spatial coordinate z' along the growth direction.

enough thermal energy to move freely thoughout the sample. At low temperatures, 

their small thermal energies do not allow them to tunnel outside the quantum wells. 

The electrons thus trapped in the quantum well form the two dimensional electron 

system (2DES).
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Table 2.1: Dimensions and other parameters of Ithe GaAs samples. The numerical 
value for the well and barrier width of Sample 10W was scaled down from their 
nominal as-grown value by 13.3% in order to mak>e the Knight shift and the electron 
density self-consistent. Sample 10W was grown without wafer rotation, which could 
have led to a uniform gradient in the Ga flux, and  thus the width of all the layers 
across a 2-inch substrate [42].

Sample 40W Sample 1 0 W Sample P95
Grower’s ID 3-5-93.4 10-10-91.1 Sample P95
n ( x l 0 10cm~2) 6.69 7.75 15.2
Maximum K s 9.0 Khz 11.8 Khz 22.0 Khz
Field at u= 1 2.76 T 3.2 T 6.27 T
2D Area (cm2) 6 x 5 6 x 4 6 x 5
Well width (A) 300 260 300
Barrier width (A) 3600 3120 1800

2.0.6 The Overhauser Effect

A.W. Overhauser [43, 44] first realized that it w as possible to enhance the nuclear

spin polarization of a coupled electron-nuclear system  by saturating the electron spin

resonance. This enhancement is roughly equal to tlhe ratio of the mass of the electron

and the nucleus, or about a 1000 under perfect conditions. His proposal was treated

with skepticism at first, until the effect was measur-ed experimentally by T. R. Carver

and C. P. Slichter [45] in Li metal. We can try fco understand the concept behind

the Overhauser effect using the following example. Shown in Fig. 2.2 are the four

energy levels of a coupled electron nuclear spin sys:tem. For example, the conduction

electrons in GaAs quantum wells are coupled to the nuclei via the Fermi contact
—* ^

hyperfine interaction, (H =A I.S).  Optical pumping (e.g., illumination with circularly 

polarized light just above the band-gap energy will xlrive the system from equilibrium. 

In GaAs quantum wells, the matrix elements are sinch that optical pumping with cr-r 

light should lead to an excess of electrons in the m 2 = - 1 / 2  level, resulting in a non­

equilibrium spin polarization for the 2D electron sy'stem, as long as the electron spin-
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lattice relaxation, time is comparable to or greater than the lifetime of the optically 

excited electronic state. The nuclear-electron hyperfine coupling acts to bring the 

states 2 and 3 in thermal equilibrium, leading to a large difference in the population 

of the states 1 and 2, and states 3 and 4, resulting in a large nuclear spin polarization. 

This optical pumping effect was first discovered in semiconductors by G. Lampel, in 

1968. Lampel was able to increase the nuclear polarization of 29Si in bulk silicon by a 

factor of 100 [46]. His seminal work led to the development of optically detected NMR 

techniques in GaAs[47]. More information about optical pumping in semiconductors 

and noble gases can be found in a recent review paper[48]. The optically pumped 

NMR (OPNMR) experiments carried out in this thesis axe direct descendants of 

Lampel’s discovery.

2.0.7 The OPNMR Experiment

In our experiments described below, data were acquired using the following OP­

NMR timing sequence: SAT—T£,-td-DET, modified for use below 1 Kelvin (e.g., 

r D ~ 4 0  s, laser power ~ 1 0  mW/cm2, low rf voltage levels).

Light from a TirSapphire laser (which was pumped by an argon ion laser) was used 

to pump the electrons from the valence to the conduction band. The wavelength of 

the light (~812 nm) is chosen to be just above the bandgap in GaAs[2 2 , 49]. There 

are a few sharp peaks in the strength of the NMR signal as we tune the light above 

the bandgap. Typically, we set the frequency to the first of these peaks, which is 

usually also the highest. The cooling power of the 3He cryostat limits us to about a 

half hour at 400mK with ~10mW  of laser power incident on the sample. After this 

half hour, all the liquid has been vaporized, and we have to start over by warming 

up the charcoal sorb and re-condensing a 1.5K puddle of liquid 3 He, a process that
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Figure 2.2: Shown are the four levels of a coupled electron- nuclear system. The 
polarization of the electron system (n3-n i, n4 -n2) is usually driven out of equilibrium. 
The nuclear-electron hyperfine coupling then acts to bring the states 2  and 3 in 
thermal equilibrium, leading to a large difference in the population of the states 1 

and 2, and states 3 and 4, resulting in a large nuclear spin polarization.

usually takes about another half hour. Because of this limitation, we typically use 

light powers of ~15mW  or less.

Shown in Fig. 2.3, the sequence used to perform the NMR experiment consisted 

of the following four parts: S AT-te,-T£>—DET.

SAT —  Radiate the sample with quick bursts of RF power to destroy any residual 

nuclear magnetization. We test this part by detecting the nuclear magnetic resonance
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with a very short delay after the saturation pulse and verifying that there is no residual 

thermal nuclear polarization.

rL — Shine laser light for a time tl- The final polarization of the nuclei is pro­

portional to the incident light power and approaches this value with a time constant 

which is comparable to the spin-lattice relaxation time for the nuclei 7\[22]. The 

diffusion of the nuclear polarization from the quantum well to the surrounding bar­

riers during tc also enhances the signal from nuclei in the barrier. Hence, in order 

to measure very small shifts, we found it necessary to suppress the barrier signal by 

reducing tl to only a few seconds.

rD — Stop shining the light, and wait for a time tq  so  that the system temperature 

can reach equilibrium. The lattice temperature would be in equilibrium with the bath 

temperature within 0.7 secs after the light was turned off. We usually waited for 20-40 

seconds since the nuclear relaxation rates were even much longer.

DET — Irradiate with nuclei with a radio frequency pulse with which we acquired 

the NMR signal. At low temperatures, the peak to peak voltage of this pulse is 

reduced in order not to overheat the electron spins. This effect will be explained in 

more detail in chapter 3.

Shown in Fig.2.4 are some NMR spectra acquired w ithou t optical pumping taken 

at room and low temperature. In these spectra, the NMR signal is dominated by the 

substrate and the barrier, due to the much larger number of nuclei present there 

compared to the quantum well. The signal from nuclei inside the quantum well is 

shifted to lower frequencies (due to a negative effective g* and a positive g =  2 ) and 

can barely be seen in Fig.2.4c. Due to paramagnetic impurities in the rotation stage, 

the barrier signal is shifted by 3.5 kHz on cooldown from room temperature.

Shown in Fig.2.5 are some OPNMR spectra acquired with optical pumping taken 

at room and low temperature. Note that the OPNMR signal is inverted with respect
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Figure 2.3: (a) — OPNMR timing sequence, which includes a saturating train of rf 
pulses (SAT), a “Light on” period rL followed by a “Dark time” r D\ a single 90° 
tipping pudse, and NMR acquisition (ACQ). (b-e) -  the nuclear polarization in the 
spatial dimension z7, along with (f) the band diagram and (g) the schematic of the 
sample, sam e as in Fig. 2 .1 .
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Figure 2.4: 71 Ga NMR spectra of sample 40 W, acquired w ithou t optical pumping 
at Btot =  12T (/<, =  155.93 MHz). All these spectra are acquired using the sequence 
described in text with r t= 0. (a) An average of 32 scans at room temperature with 
the dark time tq=  2s, (b) a single scan at 1.5K taken with td=64s, (c) a single scan 
at 0.6K with td=T000s, and (d) an average of 4 scans, each taken immediately after 
the saturation pulse train, i.e., with td= Os. The quantum well signal to the right of 
the barrier can barely be seen in (c).
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to the NMR signal. This happens because we can optically pump nuclear spins 

into the less enegertically favorable spin state. Since the nuclear spins have a much 

shorter spin-spin relaxation time compared to the spin-lattice relaxation time, they 

achieve a uniform spin temperature that is negative, which slowly changes to a positive 

quantity as the nuclear spins relax. Here, the NMR signal from nuclei can be clearly 

distinguished from the barrier NMR signal. In Fig.2.5, increasing the optical pumping 

time from (a) 7£,=90s to (b) rt =680s not only increases the strength of the NMR 

signal, but also increases the strength of the barrier signal relative to the signal in 

the well, due to the diffusion of spin polarization from the well into the barriers. Let 

us consider the expected shape of the spectra in more detail.

2.0.8 Description of Intrinsic Line Shape

As we have seen before, a 71Ga OPNMR emission spectrum at i/=I  (Fig.2.7, solid 

line) exhibits a peak labeled “w” that arises from nuclei in the GaAs quantum well and 

a peak labeled “b” that is due to nuclei in the Alo.1Gao.9As barriers. The Fermi contact 

hyperfine coupling between the spins of the 2DES and nuclei in the well shifts the “w” 

peak below “b” by a frequency Ks, which we define to be the Knight shift[43, 50, 51]. 

Although the samples are characterized by “simple” NMR parameters (i.e., isotropic 

hyperfine coupling in an oriented single crystal), the OPNMR spectra are complex in 

that they can simultaneously exhibit inhomogeneous broadening due to the quantum 

confinement of electrons within a well and motional narrowing due to delocalization 

of electrons along the well.

The inhomogeneous broadening of the well line shape has two origins: (i) the 

quantum confinement within the well that causes the electron density to vary across 

its width and (ii) the optical pumping preferentially polarizes nuclei in the center of
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Figure 2.5: 71Ga NMR spectra of sample 10W, acquired w ith  optical pumping at 
^tot =  12 T (tilted by 0=36.8°). Increasing the optical pumping time from (a) 77,= 9Os 
to (b) 7£ = 680s  not only increases the strength of the NMR signal, but also increases 
the strength of the barrier signal relative to the signal in the well. The dark time for 
both spectra is t d =  40s . The signals appear inverted because of the negative nuclear 
spin temperature achieved after optical pumping.
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the well. The three dimensional density 7 1 3 0 (2 ') shown in Fig.2.6 is a calculation by 

T. Jungwirth using density functional theory for sample 10W for i /= l /3  in Bto£= 1 2 T. 

Also shown in the same figure are uzdW )  =  ^■Cos2[(z'—w/2)/w]  for \z'\ <w/2[52, 53], 

and n3o { ^ ) = ^ j C o s 2[{z! — w / 2 ) / w eff\ for |z'| <u/e/ / /2 .  Note that the latter is a 

very good approximation to the exact three dimensional electron density.

With either form for 7 1 3 0 (2 '), the intrinsic line shape (Fig. 1 A, shaded region) may 

be written as the sum of I^XKsmt, f )  = [ / / (ATsint — / ) ] 1 /2  (derived below) and abS(0) 

for the unbroadened barrier signal. Using a 3.5 kHz full-width at half-maximum 

(FWHM) Gaussian g(f)  for the nuclear dipolar broadening [43], we arrive at a two- 

parameter fit (dashed line) to the spectrum:

^Csint

K f )  =  oi, 9( f )  +  d fg (  f - f )  i ° \ K sia, / ' )  (2 .1 )
Jo

The first parameter Gb is the amplitude of the barrier signal, which grows during 

tl as the optically pumped nuclear magnetization diffuses out of the quantum well. 

The second parameter extracted from the fit is the hyperfine shift for nuclei in the 

center of the well, K Smt(^,T) = A c'P(i/,T)n3z)(z=0). A comparison of K Siat(T —>• 0) 

in three different samples yields A c =  (2.8 ±  0 .2 ) x 10~ 13 cm3 /s, which makes Ksint an 

absolute measure of the electron spin polarization.

Thus, fits to OPNMR spectra at various v  and T provide a direct measure of the 

electron spin polarization P{y, T) =  ^ajc(s?/' *n quantum well.

Note that even though NMR is a local probe, the fitting function has no ex­

plicit dependence on the (x,y) position of nuclei along the quantum well. This is 

because the fit is generated under the assumption that all electron spins are delo­

calized, so that (S'2 (^,T)), averaged over the NMR time scale (~20/^sec), appears 

spatially homogeneous along the plane of the wells, and thus the resulting lineshape 

is “motionally-narrowed” [43]. In this limit, measurement of K s reveals the “global”,
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Figure 2.6: For Sample 10W at v = 1/3 in Btot= 1 2 T, the three dimensional density, 
n3D, calculated using density functional theory (solid line) [54], the cosine squared 
wavefunction for a particle in an infinite well ^ C o s 2[(z' — w / 2 ) /w]  (dashed line), and 
^ j j C o s 2[(z' —  w/ 2 ) / weff] (solid line). The latter almost completely overlaps with
the density functional solution over a wide range of z. For sample 1 0 W, we/ f  =  307A 
and w =  260A under these conditions.

time-averaged value of the electron spin polarization V.

For a quantitative understanding of the intrinsic spectrum, we must consider the 

specific assumptions that lead to I^XKSmu f )=[ f / (Ks iat  — / ) ] 1/2- Nuclei within the 

well couple to the spins of the 2DES through the isotropic Fermi contact interaction[2 2 , 

33, 55, 56, 43], thus a nucleus at site R' experiences a hyperfine magnetic field

B ‘ (R') =  ( -1 6 * W 3 )  £  SjStij -  R'), (2.2)
j

where hb is the Bohr magneton, Sj is the spin of electron j, the summation is over 

all of the conduction electrons within the well, and the delta function picks out those 

electrons that overlap with the nucleus at R'. The average projection of B e along the
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Figure 2.7: A 71Ga emission spectrum (solid line) of sample 1 0 W, taken at 0=36.8° 
and T =  1.5 K, in jBtot =  12T (155.93MHz); the fit (dashed line, see Equation 2.1) 
is obtained by broadening the intrinsic fine shape (shaded region) with a 3.5 kHz 
FWHM Gaussian. Empirically, Asmt =  K s +  l . l x [ l  — exp {—K s / 2.0) ] (all in kHz).
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applied field B tot may be written quite generally as:

< B '(R > ,T )>  =  ( | ^ ( 0 ) | 2|X(Z ')|2| , « X ' , : n i 2)

x ( z 5 ^ )?, ( R > ,T ) ( - ) .  (2.3)
o w

Here, the probability density of finding electrons at a 71 Ga site has been factored 

into a term with the periodicity of the lattice |71u(0 ) | 2  and terms which vary slowly 

within a unit cell |x(Z,)[2|^»(X',Y,)|2[50]. V{^I,u,T) is the local spin-polarization 

(—1< P < 1) of the electrons at R'. If we assume that electrons are delocalized along 

the well, then the time-averaged values of \4>\2 and V  are spatially homogeneous. 

In this limit, the local hyperfine frequency shift (taken to have the sign of V) is a 

function of z' only: f(z')=—717(S®(z/,i/,T))/27rwcos2(7rz//w)RTsint) so the general ex­

pression for the well line shape is /wt(fT)=H N -Weiis f d 3r'(71lz (z'))paucieaiS(?T(z')). We 

further assume identical wells, and that the optical pumping gives rise to a nuclear 

polarization that varies across each well as (71I2 (z/)) ~  £{?!), which leads to the form 

=  [ f / { K sint -  / ' ) ] 1 /2  shown in Fig.2.7.

2.0.9 Determining the Density

Fig. 2.8 shows K s measurements in the two samples near v = 1 . The excellent 

agreement between positive 0 (squares) and negative 9 (circles) data is consistent 

with the rotator accuracy of ±0.1°. We infer the densities n from these measurements 

assuming that Ks{9) peaks at z/= l, hence determining n4ow =  6-69 x 1010 cm - 2  and 

niow =  7.75 x 1010 cm-2, consistent with low-field magnetotransport characterization 

of the wafers. These values are very robust, as the four independent runs shown in 

Fig. 2.8 for sample 40W reproduce n to within ±0.5%.
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Figure 2.8: Ks(v)  near u = 1 at T=1.5 K. (a) Samples 40W (filled symbols, three 
separate runs) and 10W (open symbols) at S tot=3.6263 T. (b) 40W at £?tot=3.2589 
T. The densities are n4ow =  6-69 x 10locm - 2  and n10w =  7.75 x 1010 cm-2.

Note that the sharp peak in K s  at u= 1  is quite similar to the “skyrmion feature” 

previously observed in a higher density sample at stronger B tot [2 2 ]. The number of 

spin-flips of the skyrmion inferred from Fig. 2.8 (5 = 4 = 3 .1  for Btot ~  3.5 T) is slightly 

larger than before («S=4=2 . 6  for Btot ~  7T ), in qualitative agreement with the change 

in E z [E c [24, 25]. Here, we use the convention that 5 = 4 = 0  in the non-interacting 

limit, instead of the original definition [22], 5 = 4 = 1 , in the same limit. However, a 

quantitative comparison to the skyrmion model will require data below 1.5 Kelvin, 

since V(y=T)  is only ~80%  in Fig. 2 .8 .

2.0.10 More Experimental Details
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Low Temperature: Probe and Cryostat Design

The Low-temperature (0.29 K < T <  1.5 K), high-field (Btot= l2  T) OPNMR mea­

surements described below were performed using an Oxford Instruments sorption- 

pumped 3He cryostat mounted in a Teslatron^ superconducting magnet. The sam­

ples, about 4 mm by 6  mm by 0.5 mm, were in direct contact with helium, mounted on 

the platform of a rotator assembly in the NMR probe. A calibrated R u0 2 thermome­

ter, in good thermal contact with the sample, was used to record the temperature 

during signal acquisition. In order to improve the signal to noise in our experiments, 

we put the NMR tank circuit inside the probe, as close to the sample as we could. 

This meant however, that we needed to provide a external means to vary the two 

capacitors that would be at the low temperature end of the probe. This was ac­

complished by two stainless steel rods that went down the length of the probe from 

the room temperature top to the low temperature bottom. Turning a rod from above 

changes the distance between the two plates of a capacitor, and hence its capacitance.

In order to vary v=nhc/eB totcos9 precisely, the sample has to be inclined to a 

known angle to better than 0.1°. This was achieved by having a third stainless steel 

rod inside the probe that let us to turn the sample to any desired angle from outside.

The rods were chosen to be thick enough to be able to turn the capacitances and 

the sample stage, and yet not be large sources of heat leaks from the outside world. 

The optical assembly was also a potentially lethal heat source, since it dissipated half 

of the incoming optical energy right at the polarizer. For this reason, it was necessary 

to have it close to the IK pot, about 22 cms away from the sample. The 3He cryostat 

was designed to supply about lOmW of cooling power for half an hour at 400mK 

before one needed to recharge the 3 He. Recharging was done by heating the charcoal 

sorb to expel the 3 He gas and then recondensing the 3 He liquid at 1.5K, a process
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that usually took about a half hour before we could return to the base temperature.

Turning the sample to the required angle within 0.1° turned out to be quite an 

endeavor. The orginal sample rotating mechanism provided with the probe from 

the manufacturer turned out to be only accurate to about 2 °. The fault lay with 

the “swedish rotater” design that required a very precise spiral grooved onto the 

flat end of a cylinder. By remachining this spiral and making small design changes 

in the original rotating mechanism, we were able to control the angle 9 with the 

desired precision. It was much easier to achieve the same precision in the angle 6 

with a prototype design that replaced the spiral gear with a worm gear, but space 

constraints forced us to improve the spiral design.

Laser Light and Setup

As described above, light of a certain frequency, ~812 nm in GaAs, is needed 

to excite the electrons from the valence band to the conduction band in order to 

hyperpolarize the nuclei. We used light from a TkSapphire laser that was pumped 

by an Argon-Ion laser. Diode lasers that work in this frequency range can also be 

used (and are usually much cheaper), but they have a smaller range of frequencies 

that they can be tuned over (~12nm  compared to ~150nm for the Ti:Sapphire). 

Hence, in our early experiments, we decided to use a TirSapphire laser in order to 

have the larger range of laser frequencies. Once we determined the frequency range 

of interest, we also built a diode laser setup that could be used with our samples. 

The original experiments at Bell Labs did not use optical fiber to deliver light to the 

sample, instead they used an optical window on the 4He cryostat. In our experiments, 

we decided that the benefits of attaining much lower base temperatures (~300mK  

compared to ~500mK) made the use of an optical fiber (hence, no optical window 

and smaller radiation losses) worth the trouble. There are several issues that one needs
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to worry about when using optical fiber to supply polarized light in a low temperature 

environment. There are very few polarizers and quarter wave plates that still work at 

low temperature- The polarizer that we used was made by Coming and was suggested 

to us by Prof. Don Herman at MIT [5 7]. They also told us about a Polaroid quarter 

wave plate that works at low temperature. One also needs to break the connection 

from the fiber that goes down the length of the probe to one that comes from the 

optical table. Originally, we decided to go with a older style of fiber connectors, the 

TC connector, which turned out to be unreliable. A newer design which employs a 

ceramic end, the FC connector proved to be more reliable in making and breaking 

joints. The FC connector was also less lossy, allowing about 85-90% of the light 

through the fiber. In order to get light from the laser into the fiber, we decided to use 

a joint fiber connector-lens assembly made by Thorlabs. This assembly was placed 

on a stage that could be moved in two directions perpendicular to the beam. Since 

we only needed about 10-50 mW of light from the laser, we operated the laser at the 

optimal power setting suggested by the manufacturer, about 1.5W, and then used 

a quarter wave plate and beam splitter to dump away the rest of the energy into a 

beam dump. The rest of the beam was then send down the fiber. Inside the probe, 

there was an assembly that contained the polarizer and the quarter wave plate. This 

assembly was strategically placed close to the IK pot, which meant that the light had 

to travel a long distance, about 2 2 cm from the assembly to the sample. Hence, it was 

important for us to check that the light was hitting the sample at room temperature. 

The assembly was designed symmetrically so that changing the temperature would 

change all the lengths in the same way and the light would then still hit the target.

NMR Magnet, Spectrometer and Tank Circuits
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Magnets for NMR purposes are designed to meet several stringent requirements 

imposed by the physics of magnetic resonance. Usually spectral features are the nar­

rowest in liquid state NMR, where one might be interested in resolving two frequencies 

that are only 0.01 ppm apart. In solid state NMR, however, the requirements are less 

severe, due to the large linewidths (~  3.5 kHz) of the individual lines caused by the 

nuclear spin-spin coupling. Still, we have measured shifts in our data with an error 

bar as small as 150 hz, or 1  ppm. The magnetic field has to be very homogenous 

in order for us to resolve such small differences. In the NMR magnet used to make 

these measurements, the magnetic field did not deviate by more than 0 . 2  ppm in the 

cubic cm of interest (the region containing the largest magnetic field). This devia­

tion turned out to be much smaller than the 1  ppm specification guaranteed by the 

manufacturer. The sample size was small enough to fit comfortably inside this cubic 

cm. We can create and characterize this homogeneous region ourselves, by measuring 

the NMR resonance frequency of a small D20  droplet, and using the droplet to map 

the magnetic field. The magnet is equipped with 6  shim coils surrounding the main 

solenoid that we can use to cancel the magnetic field gradients. When we made our 

measurements, we found to our surprise that the 1.5K 4He bucket dewar didnt distort 

the field inside it, but the 0.3K 3He cryostat modified the field sufficiently enough(~ 

lppm) that we had to correct for it. NMR superconducting magnets usually have 

extremely small drifts of the magnetic field with time. The magnetic field drift rate 

in our magnet has a value of 0 . 1  ppm per hour after one hour of closing the switch 

that completes the superconducting loop. Typically, the magnetic field drift rate ap­

proaches 5 ppb/hour after about a week of keeping the magnet in the superconducting 

mode. Using deuterium NMR, we can measure drift rates which are as small as 0.1 

ppb per hour in a day. In order to get the magnet to settle into a low magnetic field 

drift rate mode as soon as possible after closing the superconducting switch, it is best
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Table 2.2: NMR parameters for nuclei of interest in GaAs.
71G a 69 Ga 75 As

3 3 3~Nuclear Spin I 3
2

3
2

3
2

Natural abundance (%) 39.9 60.1 1 0 0

Gyromagnetic ratio (^ r 1) 13.00 10.23 7.30
Electric Quadrupole
Moment Q, (10~8 A2) 0 . 1 1 0.17 0.31

to following the “exact” instructions as provided by the manufacturer for our magnet, 

i.e., to let the magnet overshoot the final magnetic field value by 0.017T and then 

bring it back to final field value after 15mins. Small deviations from this procedure 

can cause the magnetic field drift rate to behave very erratically, and one is required 

to redo the entire procedure.

Shown in Table 2 . 2  are NMR parameters for nuclei of interest in GaAs. From 

this table, we find that the NMR resonance frequency for 71 Ga in the maximum 

field that we could generate (12 T) is 155.9 MHz. Hence, using parts supplied from 

different vendors, we built a NMR spectrometer that could work up to 2 0 0 MHz. This 

spectrometer includes a very high quality low noise preamplifier from MITEQ, several 

mixers and couplers from Mini-Circuits, a frequency synthesizer from PTS and a high 

power amplifier from Kalmus. The noise temperature of our preamps is about 80-90 

K (noise figure ~  1.2 db). It is possible to to achieve better noise figures using cooled 

preamps, but in frequency ranges that are not of interest (> 1 GHz) to us. We usually 

crimped our own 50S1 BNC cables, since we often needed one of a specific length. 

In order to detect the NMR signal from nuclei inside the sample, one first needs to 

excite the resonance by irradiating the nuclei with short, high power radio frequency 

pulses that are tuned to the Larmor frequency. The effect of this short pulse (typically 

10fj,s) is to tilt the direction of nuclear polarization with respect to Btot, and can be 

described by an angle 9. 90° pulses leave the residual nuclear polarization in the x — y 

plane and generate the largest NMR signal. We found to our dismay that the high
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voltages needed for a short ~  90° pulse induced arcing inside the low temperature, 

low pressure 3He environment, in addition to heating the electron spins under certain 

low temperature conditions. After working hard to alleviate some of the problems 

that aggravated the arcing[58], we resorted to lower voltage tipping pulses in order 

to make equilibrium measurements, with a subsequent small loss in signal to noise. 

This aspect, including our non-equilibrium measurements will be described in more 

detail in chapter 3.

All of our instruments were controlled via the computer with IGOR programs that 

we wrote ourselves. IGOR is a multi-purpose programming language/graphing pro­

gram for the Macintosh (and recently PC) that allows the user to control laboratory 

GPIB programmable instruments. Igor proved to be quite versatile, as we were also 

able to use IGOR to perform some of complex simulations to be described in chapter 

3.

Finally, lets try to understand how an NMR tank circuit works. An NMR tank 

circuit (consisting of an inductor L, 2  capacitors Ct and Cm, and a resistance r) is used 

to irradiate the nuclei with radio frequency pulses and subsequently detect the NMR 

signal. The sample to be studied is placed inside the inductor L, and the resistance 

r is usually the small resistance of the coil that is used to make the inductor. It is 

simpler to first consider just part of the NMR tank circuit (full circuit shown in Fig. 

2.10), the LCR circuit[59, 60] in Fig. 2.9, which does not contain Cm. Here, L and r 

are in series, and the tuning capacitor Ct is in parallel to these two components. The 

impedance, ie. the resistance and reactance of such a combination is shown in the 

figure. Note that the resistance has a peak value of (wl)2/ r  (when wl »  r), when 

the reactance drops to zero. The NMR signal is generated by the sample inside the 

inductor when it is irradiated with a short radio frequency pulse tuned to the larmor 

frequency of the nuclei. In order for the complete NMR signal to be transmitted from

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 2. OPNMR: BACKGROUND AND PREVIOUS RESULTS 40

r

u

o t

(wL) /r
CDOc 50Q

0.8 1.21.0

CDo

wC,m

0.8 1 .21.0

w2LC+ w2lc*

Figure 2.9: Resistance and Reactance as a function of Ct in an LCR circuit.

the sample to the preamplifier without getting reflected, however, the impedance of 

the complete tank circuit has to match the impedance of the preamplifier, i.e., the 

resistance has to be 50f2 and the reactance has to be 0. In order to achieve this 

combination, we have to add another component to the LCR circuit. The two ways 

to do so are shown in Fig. 2.10.

(a) The tuning capacitor Cf of the LCR is biased so that the resistance of the LCR 

circuit is 50f2, and then a matching capacitor Cm is added in series to the LCR circuit 

to cancel the remaining reactance.

(b) Here, the matching capacitor Cm is added in series to the inductor to decrease 

the maximum of the resistance of the LCR circuit (w l — 1/uC)2/ r  to 50S1, while the 

timing capacitor is biased so that the reactance of the LCR circuit is 0.
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Figure 2.10: Series-parallel (a) and parallel-series (b) resonant tank circuits used 
in our NMR probe. For (a) Ctz=:l/[co2L(l+y/r/50Q)]; Cm~\/r /oOQ/ (cj2L ). For (b) 
C t~l/(u;'\/r x 50f2); Cm~ l/ ( c j 2 F —ojy/r x 50f2).

The variable capacitors usually had to be supplemented by fixed capacitors in the 

1—120 pF range. For a typical 6 -turn copper coil and the 2-25 pF variable capacitors 

that could fit into our limited probe space, it was advantageous to use “b” as opposed 

to “a” above ~  100 MHz.
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Chapter 3

z/=l/3: Tiny Spin Flips and 

Ultraslow Motion!

As we have seen before, the filling factor v = 1  turns out to have interesting features 

due to the electron-electron interactions, that can be probed by NMR. It was only 

natural to expect that these effects might be far stronger for the ^=1/3 state, since the 

existance of the z/= l/3  state is entirely due to interactions. The NMR apparatus was 

designed to allow us to reach lower temperatures, higher magnetic fields, and have a 

more precise rotation mechanism than before. All the new features of this experiment 

would turn out to be crucial to see most of the physics that will be described in the 

next few chapters.

In this chapter we will present V(T)  data at v = \  that probe the neutral spin-flip 

excitations of a fractional quantum Hall ferromagnet. In addition, away from r/= l/3 , 

we find evidence for ultraslow electron spin dynamics below 0.5 K, with characteristic 

time scales exceeding ~40/xs. At low temperatures (T~0.5 K), a dramatic change in 

the NMR linewidth is observed whenever spin-reversed electrons are present. This 

striking behavior is due to the localization of spin-reversed electrons over the NMR 

time scale. At higher temperatures, where the spin-reversed electrons are no longer

42
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localized, the saturated V{v) drops on either side of z /= |, even in a Btot=12 Tesla field. 

The observed depolarization is quite small, consistent with an average of ~  0.1 spin- 

flips per quasihole (or quasiparticle), a value which does not appear to be explicable 

by the current theoretical understanding of the FQHE near v = \ -  Finally, by varing 

NMR pulse parameters (by increasing the voltage used for the tipping pulse), we 

can drive the electron spin temperature (as measured by the Knight shift) above the 

lattice temperature T  (for T  <  0.5K). These non-equilibrium measurements imply 

that the electron spin-lattice relaxation time is 100 /j s < T i s <  500 ms, at u—1/3,  which 

appears to exceed all electronic time scales previously measured in semiconductors 

by at least a factor of 1 0 0 0 .

3.0.11 Temperature Dependence at 1/3

Fig. 3.1 shows OPNMR spectra (solid lines) over a range of temperatures at v = \ -  

At j/=1/3, the OPNMR spectra are well described by the dashed line fits generated by 

our model for the lineshape described in detail in Chapter II. The central assumption 

of this model is that the electron spins are delocalized along the well, such that 

(Sz (v,T))  appears spatially homogeneous, when averaged over the NMR time scale 

(~ 4 0  /is). For nuclei in the center of the well, V  can fluctuate between ± 1 , resulting 

in local frequency variations of ± K sint. Thus the NMR time scale separating fast and 

slow fluctuations is ~  (2 A iS;nt)_I «  40 /j,s. In this limit, the delocalization of the low 

density 2DES (there are ~  106 nuclei per electron in the well) produces a “motional 

narrowing” of Zjy1.

Each sample was tilted by the angle 6 necessary to achieve v = \  in Btot =  12 Tesla 

(where 04Ow=46.4o, 0iOw=36.8°). Fig. 3.2(a) shows K s  as a function of temperature at 

v = \ .  Two different symbols are used for the 40W data, corresponding to independent
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Figure 3.1: Solid lines: 7IGa OPNMR spectra of sample 10W at taken at
0 =  36.8° in Rtot =  12T ( /0=155.93 MHz). The dashed lines are fits, described in the 
text.

cool-downs from room temperature, which demonstrates the reproducibility of the 

data. The inset shows that K s  saturates for both samples at low temperatures, as 

previously seen at i/=l[22]. Note that it was very important to have a base cryostat 

temperature as low as T6ase=0.3K in order to see the saturation clearly. In Fig. 3.2(b) 

we plot the corresponding temperature dependence of the electron spin polarization, 

using V ( v = ^ ,T )  =  resulting curves are almost identical for the two
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samples. The subtle differences that remain might be due to a slightly higher spin 

stiffness [61] for sample 10W .

The ■p(i/=|,T) data in  Fig. 3.2(b) probe the neutral spin-flip excitations of a 

fractional quantum Hall ferromagnet. For comparison, the solid line is the polarization 

for non-interacting electron-s for j/=1/3. In this picture, the electrons occupy 1/3 of 

all the states in the lowest spin-up Landau level at T = 0 , and only start occupying the 

lowest spin-down Landau level as the temperature is raised above zero. The energies 

of these spin-split levels differ by the Zeeman energy, E z • The chemical potential and 

the polarization can be calculated using the following formulas (assuming that the 

energy of the spin-up level 5s zero):

L +  77-------77^------ w m  =  7 t3'1)1 -f-errp ( —fi/kT)  1  +  exp((Ez  — fi)/kT) 3

^  3 1̂ -b exp{— fi/kT)  1 4- exp({Ez  — fj.)/kT)} ^  ^

It is suprising that the non-interacting picture does a better job of describing the 

polarization at u = 1/3 then it does at i/= l. Also shown (dashed line) is the polariza­

tion V*(T) calculated for no n-interacting electrons at is=l, where V*(T)=ta.nh.(Ez/^kBT), 

Btot=12T , and g * = — 0.44. Both 77 (i/=l,T )[22, 62] and V(u=^,T)  saturate at higher 

temperatures than V*(T), Ihowever, the data at v = \  lie much closer to this V*(T)  

limit. Fitting tanh(A/4fcs^r’) to the saturation region of the data, we find A  «  2E z  at 

as opposed to A «  10E Z at i/=l[22]. We also note that the 40W data set is very 

well described by A =  1.82 E z  over the entire temperature range, in sharp contrast to 

the behavior at v —\.  These results axe consistent with the spin stiffness being much 

less at u = \  than at z/=l[6 l ] .  While a recent numerical result [63] is in qualitative 

agreement with the data in Fig. 3.2(b), it remains to be seen whether other theoret­

ical approaches, such as those used at i/=l[64, 65, 6 6 ], can be modified to explain
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Figure 3.2: Temperature dependence of (a) K s  and (b) V  for samples 1 0 W (open 
symbols) and 40W (filled symbols) at i /= |  (with Btot =  12 Tesla, #4ow=46-4°, and 
01OW=36.8°). Dashed line is V*(T),  defined in the text. Insets show the saturation 
region (note the error bar). The solid line is the polarization for non-interacting 
electrons at v = \ j 3  as described in the text.
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these data.

3.0.12 Wide Linewidth Spectra

Most of the data shown, below were first analyzed without considering the width 

of the spectrum. The unusual lineshape made it hard for us to “see” changes in the 

linewidth without a fixed reference, and initially, we were under the impression that 

the width of the well resonance was identical for all the spectra that we measured. 

After a while, we realized that some of the spectra had very different linewidths, 

which could not be attributed to the different Knight shifts (for very small Knight 

shifts, the width of the well resonance is expected to decrease). This was an important 

discovery, since the width is another very important parameter that can be used to 

study the electronic system.

As Fig.3.3b demonstrates, low-temperature measurements at z/=0.267 show a 

crossover to more complicated line shapes. Although the spectra are in reasonable 

agreement with our model above 1 K, the width of the “w” peak increases dramat­

ically as the temperature is lowered to T=0.45 K and then decreases upon further 

lowering to T=0.31 K. This non-monotonic temperature dependence is reminiscent 

of the behavior seen in NMR studies of systems in which spectra are sensitive to 

dynamical processes[67], variously referred to as “motional narrowing,” “dynamical 

averaging,” or “chemical exchange” [43, 6 8 , 69]. In our experiment, the nuclei are 

rigidly fixed in the lattice of a single crystal, so the variation in the line shape shown 

in Fig. IB is a signature of electron spin localization, which turns off the “motional 

narrowing” of the wrell resonance as the temperature is lowered.

Figure 3.4 shows that the extra broadening of the well resonance disappears as the 

sample is tilted from 01OW=O° (i/=0.267) to 36.8° (v  =  1/3), despite a 10% increase

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. u = l /3 48

V = 0.3331
7=1.50 K

0

(A
■as
C
3

B V = 0 .267

.a
CO 7=1.49 K
( 0

O) ^
'55
oc 0.76 K

z

0.45 K
FWHM

0.31 K

-15 -20- 1 00 55
F re q u e n c y  sh if t  (kH z)

Figure 3.3: (A) 71Ga OPNMR spectrum (solid line) of sample 10W at ^ = 5 , taken at 
0=36.8° in Bt o t = 1 2  T. Frequency shift relative to / 0=155.93 MHz. The dashed line fit 
is obtained by broadening the intrinsic line shape (shaded region) as explained in the 
text. Empirically, A sint=Ar5 - i - l . l x ( l—exp(—K s/2.0)) (in kilohertz). (B) Tempera­
ture dependence of the spectra at u= 0.267 (0=0°). The full width half maximum of 
the well resonance “w” is shown.
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Figure 3.4: n Ga OPNMR spectra (solid lines) of sample 10W at T=0.46K , for 
0.267<z/<l/3 (O°<0<36.8°)

in the dipolar broadening (the 75As nearest-neighbors of the 71 Ga nuclei are at the 

“magic angle” [69] when #iow=0°). Furthermore, there is a striking correspondence 

between the decrease in the linewidth (Fig. 3.5, open symbols) and the increase in K s  

(filled symbols) as z/—>-1/3. This anticorrelation strongly suggests that the behavior 

in Figs. 1  to 3 is due to electron spin dynamics.
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3.0.13 Ultraslow Motion

Let us recall the specific assumptions that lead to I ^ \ K Smt.

Nuclei within the well couple to the spins of the 2DES through the isotropic Fermi 

contact interaction[22, 33, 55, 56, 43], thus a nucleus at site R' experiences a hyperfine 

magnetic field

B e(R') =  (—16tt/zb / 3) £  SjSft -  R'), (3.3)
j

where (jlb is the Bohr magneton, S) is the spin of electron j, the summation is over 

all of the conduction electrons within the well, and the delta function picks out those 

electrons that overlap with the nucleus at R'. The average projection of B e along the 

applied field B tot is then:

(b;(S>,t)> = (rMo)l2lx(z')|2wx',ni2)
x t ^ p W f t ' . ^ T X ” ). (3.4)6 W

Here, the probability density of finding electrons at a 71 Ga site has been factored 

into a term with the periodicity of the lattice |7 1 u(0 ) | 2 and terms which vary slowly 

within a unit cell |x(Z')|2|<£(X',Y')|2[50]. ^ (R '^ T ) is the local spin-polarization 

(—K P d )  of the electrons at R'. If we assume that electrons are delocalized along 

the well, then the time-averaged values of |0 | 2 and V  are spatially homogeneous.

However, the observed broadening of the well line shape beyond the “motionally 

narrowed” limit implies that the time-averaged value of \4>\2V  becomes spatially in- 

homogeneous as the temperature is lowered. Although the |0(X',Y') | 2 term could 

become inhomogeneous if a pinned Wigner crystal were to form, the corresponding
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Figure 3.5: The temperature dependence of the Knight shift (filled symbols) and 
the linewidth (open symbols) for several filling factors 0 .267<t'< l/3  in sample 1 0 W. 
Lines are to guide the eye.
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increase in the linewidth (by orders of magnitude) and the concomitant drop in the 

peak intensity are not observed. Furthermore, variations in charge density along 

the well (for example, arising from fluctuations in_ the dopant layer) do not appear 

to explain either the magnitude of the effect or th-e non-monotonic temperature de­

pendence. In simulations, we found that an unreasonably large FWHM of 35% is 

required for a gaussian distribution of electron densities along the well to explain the 

maximum NMR linewidth observed at z/=0.267. En contrast, the Knight shift data 

show that the total spin polarization drops monotonically below i /= | ,  allowing the 

local spin polarization 'P(R') to be spatially inhoimogeneous. Thus we conclude that 

localization of spin-reversed regions is responsible fror the behavior shown in Figs.3.3 

to 3.5.

The time scale of the spin localization may be inferred by simulating the observed 

line shapes. In our model, for every point (x' ,y ') along the plane of the well, the 

local polarization is either “up” (V = 1 ) or “down” ('P=-0.15). After every jump 

time tj, the local polarization instantaneously assumes either the “up” or “down” 

value with probability p+ or (l-p+), respectively- _At all times, the ratio of “up” to 

“down” sites is p+/ ( l-p +). Figure 3.6 shows how  the simulated OPNMR spectra 

depend upon the value of t j , for the case p+=0.85». The simulation is in reasonable 

agreement with the corresponding data from samp»le 10W. When t j  is very fast, all 

nuclei see the same time-averaged local polarization, equal to the total polarization 

CPtotai=0.828 at z/=0.275 for our assumptions). Aft the other extreme (7^—>-oc), the 

motion is frozen out, and the single resonance is splift into “up” and “down” lines, with 

areas proportional to p+ and (l-p+), respectively. Even within this simple model, the 

inhomogeneous breadth of the frozen line shape (clue to the quantum confinement) 

leads to a non-trivial evolution of the spectrum in. the intermediate motion regime 

(for example, a given value of Tj might be simultaneously “fast” for nuclei at the
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Figure 3.6: Simulated OPNMR spectra using the model described in the text, i^smt 
is set to 12 kHz for P = l .  The barrier is suppressed (a&=0) for clarity.

edge of the well and “slow” for nuclei in the center of the well). In the intermediate 

motion regime, the FWHM of the “w” peak goes through a maximum when 7^=40 fxs. 

Although varying the parameters p+ and Ksint (over the range relevant for samples 

10W and 40W) does affect the extreme value of the FWHM, the characteristic r3 

remains ~40 fis.

Based upon this simple model, the peaks in the FWHM at T[0C ~0.5 K (Fig.3.5) 

reflect the localization of reversed spins, such that they fail to cover the sample
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uniformly over ~  40 ps. The self-similar curves in Fig.3.5 suggest that Tioc is not a 

strong function of the filling factor (or the density of reversed spins) for i/< 1/3. Note 

also that below 0.5 K, the measured K s (v<^)  increases toward K s {y=P), as seen in 

the model. However, even down to T —0.3 K, the spectra do not appear to match the 

frozen limit of our simulation. Suprisingly, as v  is varied below 1/3, the trends in the 

K s  and FWHM data (Fig. 3) continue smoothly through u=2j7  without interruption, 

even though high-field magnetotransport measurements on samples taken from the 

same wafer as 10W show much more structure, with well-developed minima in pxx at 

v = \ ,  §, f , and § at T  =  0.3 K[40, 70].

Additional measurements of the linewidth for v >  1/3 in sample 10W are consistent 

with the above picture. Measurements in sample 40W for v<Aj3  are also in qualitative 

agreement, with one important quantitative difference: 7}oc appears to be shifted 

lower, so that only the high temperature side of the peak in the FWHM is observed 

down to T  «0.3 K. There is a similar sample variation in the saturation temperature 

of V{v=P),  with T®ow~0-^ K and ^ ^ ^ 0 .4 6  K. The observed spectra contain more 

information than our simple simulation has revealed. A more sophisticated model 

might include: (i) a detailed structure for the reversed spin regions present below 

z/= l/3 , (ii) the 2D dynamics of these reversed spins, and (iii) the effects of thermally 

excited spin flips, because Tsat is not that much greater than the T(oc. We will return 

to this topic in our later discussion of new v = l  data.

3.0.14 Tiny Spin Flips

In order to use V{v)  to measure the spin flip associated with a quasiparticle, 

the quasiparticles must be delocalized (moving fast on the NMR time scale), such 

that V{y)  is a global quantity (doesnt vary from one location to another). From the
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Figure 3.7: Dependence of K$ on filling factor at fixed temperature. Open circles: 
sample 10W at T=0.77K , filled circles: sample 40W at T=0.46 K; open and filled dia­
monds: 10W and 40W at T =1.5 K, respectively. Solid and dashed lines are described 
in the text.

above discussion, we see that the quasiparticles tend to localize at low temperatures 

at filling factors away from v = l /3 .  Hence, in order to avoid the complication of a 

spatially inhomogeneous (S'*), the data presented in Fig. 3.7 and 3.8 were taken at 

temperatures that were low enough to saturate K S(T) at and hopefully just high 

enough so that the quasiparticles were still delocalized. The linewidth, is of course, 

always motionally narrowed right at u = 1/3, where there are no quasiparticles. The 

Knight shift was then measured at fixed temperature as a function of v (by varying 

the sample tilt angle), with £? t o t = 1 2  T. Fig. 3.7(a) shows Ks(v)  near z/= | for sample 

10W at T=0.77K , and for sample 40W at T=0.46 K.

The data in Fig. 3.7(a) show that K s (v) drops on either side of a result 

that is reminiscent of earlier measurements near v = 1 [2 2 ]. The K s ( v ~ j )  feature 

is distinctly “sharper” for sample 10W as opposed to sample 40W. This difference 

between the samples is not an artifact of the temperatures plotted, as Fig. 3.7(b)
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Figure 3.8: Dependence of V  on filling factor at fixed temperature, (a) 1 0 W at 
T = 0.77K (open circles); Eq. (1) with v0= \  for: 4=<S=0 (dashed line), .4=0.085 and 
<S=0.15 (solid line), and -4=<S=1 (dash-dotted line), (b) 40W at T=0.46K (filled 
circles); Eq. (1) with v0= \ i  -4=0.053 and <S=0.10 (solid line).

shows that the distinction is already present by T =1.5 K. In order to measure K s {v) 

this accurately, we took into account the extrinsic tilt-angle dependence of the barrier 

frequency (Fig. 3.7(b), solid and dashed curves) caused by a paramagnetic rotation 

stage.

The K s{y )  data shown in Fig. 3.7(a) are converted to the corresponding electron 

spin polarization V(u) =  ^ ^ (^ = 1/ 3) ’ an<̂  3 X 6  Plotte<* i11 Fig. 3.8. The polarization of 

both samples decreases as v  is varied away from despite the presence of the 12 T  

fieldI Perhaps even more remarkably, V{y)  decreases monotonically as v is lowered 

below |  over the observed range ( ^  ~  —30%). This strongly suggests that the 

charged quasiparticles and quasiholes of the v = \  ground state involve electron spin 

flips.

The disappearance of “motional-narrowing” at low temperatures is further evi­
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dence for the presence of reversed spins below v = \ -  As we saw before, the high 

temperature spectra are “motionally narrowed”, while Fig. 3.5 shows that the well 

lineshape broadens dramatically at low temperatures below i /= | ,  indicating that the 

time-averaged (Sz) is no longer spatially homogeneous. The inhomogeneity requires 

the existence of spin-reversed regions, that become localized over the NMR time scale 

as the temperature is lowered below ~ 0 .5 K  (~0.3K ) for sample 1 0 W (40W)[56].

To quantify the rate of depolarization in Fig. 3.8, we extend a simple model 

previously used near z/=l[22]. Our model parametrizes the effect of interactions in 

the neighborhood of a ferromagnetic filling factor v0< l .  We assume that adding a 

quasiparticle (or quasihole) to the ground state causes <S (or A)  electron spins to flip. 

Within this model, the electron spin polarization is:

V{v)  =  1  +  2 ( i  — (S  Q{u—u0) -  A Q {u0 —*/)), (3.5)

where O(rc) =  {1 , :r >0; and 0, x < 0  }. Using Eq. (3.5) to fit the data near v0= \

(solid lines), we find:

1 0 W  : A  =  0.085 ±  0.005, S  =  0.15 db 0.04

40W : A  =  0.053 ±  0.008, S  =  0.10 ±  0.03.
For comparison, the earliest theory[9, 3] of the i /= | ground state assumed spin- 

polarized quasiparticles and quasiholes, i.e., <S=A=0 (Fig. 3.8, dashed line). Sub­

sequent calculations [4] considered the possibility of spin-reversed quasiparticles and 

quasiholes, i.e., <S=.A=1 (Fig. 3.8, dash-dotted line). However, both the early calcu­

lations and the more recent studies of skyrmion excitations near i/= |[71, 72] suggest 

<S=A=0 for strong magnetic fields. On the other hand, our small, non-zero values 

are within the bounds set by transport measurements at ambient [73] and high [41] 

pressures.

A much more difficult feature to understand is the fact that our measured values 

are fractional (<S~.A ~0.1), since the magnetic field should make (Sz) a good quan-
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turn number for the N particle system[4]. Of course, our experiment does not have 

the resolution to see the effect of adding a single quasiparticle to the v = \  ground 

state, thus these values for S  and A  are the average numbers of flipped spins per 

quasiparticle and quasihole. Nevertheless, Eq. (3.5), which assumes that all quasi­

holes (or quasiparticles) behave in exactly the same way, does a remarkably good job 

fitting our data over the range (0 .2 3o< 0 .3 6 ). This model is expected to break down 

outside the “dilute” quasiparticle limit (i.e., when u gets “too far” from | ) ,  since S  

and A. are independent of v. Note that fits to the earlier v = \  data considered dilute 

quasiparticle limits of ± 1 0 % around u = 1 , but here our fit works over a wider range, 

perhaps due to the smaller size of the quasiparticle. Once again, surprisingly, the 

above fit passes through z /= | without modification.

The possible explanations of these values (S ~  .A ~0.1) are constrained by many 

different aspects of the data. For example, the values of <S and A  do not appear 

to change up to T'=1.5 K. Furthermore, the motional narrowing of the NMR line 

requires that the time-averaged electron spin polarization is spatially uniform for all 

v.

3.0.15 RF Heating

When we first started doing our experiments, we had trouble reproducing spectra 

at very low temperatures. We were able to track down this problem to a bad attentu- 

ator that was being used to attentuate the RF signal needed to flip the nuclear spins. 

It turned out that this attenuation was fluctuating by a factor of 2 or 3 during out 

experiments. Ordinarily, this should not have been a problem, since the attentuator 

would remain stable for a long time before it switched states. However, it turned 

out that the electron spin temperature also depended strongly on the amount of rf
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power that was used to tip the nuclear NMR spins to generate a signal. These two 

effects were conspiring to frustrate our attempts to measure reproducible sprectra. 

We eventually located the flaky attentuator, but still didn’t suspect that the elec­

tron spins were being heated by our strong rf pulses. We felt a sense of relief when 

we finally started measuring data that did not vary from hour to hour, however, we 

were still suspicious of our initial Knight shift data at i /= l/3 , since it would increase 

up to a certain temperature T  ~500mK, but then continue to drop as we lowered 

the temperature below that. We knew that the z /= l/3  state was predicted to be 

ferromagnetic, and so we expected the Knight shift to continue rising till our lowest 

temperatures. Eventually, we varied the last thing on our list, the rf pulse power, 

and found that the Knight was very sensitive to this quantity at temperatures below 

T  ~500mK, and that it was therefore necessary to use low pulse powers in order to 

make equilibrium measurements. Shown in Fig.3.9 is a situation where we use a lot 

of rf power in (a) and less in (b).

This effect is very interesting, since we can now use the equilibrium Knight shift 

as a thermometer, to measure the increase of the electron spin temperature above the 

lattice temperature when rf pulses are used to drive the system out of equilibrium.

3.0.16 Electron Spin-Lattice Relaxation Time

All of the results described thus far were acquired by applying a weak rf tipping 

pulse long after optical pumping to probe the equilibrium properties of the 2DES. 

Non-equilibrium properties of the electron spin system can be studied by varying these 

parameters at low temperatures, with a number of remarkable results at ^=1/3.

The rf tipping pulse for the NMR experiment is produced by a coil wrapped around 

the sample (Fig. 3.IOC, inset), which generates a linearly polarized (perpendicular to
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Figure 3.9: 71Ga OPNMR spectra of sample 40W, acquired at v =  0.230 (0 =  0) with 
a single rf tipping pulse of amplitude (a) H\ =  33 Gauss and (b) Hx =  15.5 Gauss at 
T  =  0.45 K. The duration of the pulse rpuise is shown for each spectrum. Note that 
the spectra with similar values of tipping angle 6 =  \ j H xrpu\sc have very different 
Knight shift in cases (a) and (b). A vertical dashed line marks the frequency of the 
well peak in the limit of no rf heating.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. u = l /3  61

1.5-E A - B ------- "
1.0-^ -j

0.5 J( *  ^ — / H*■ i ■ ■ > i i i—i—i—i—| -1 i * 1 1 1 1 1 1 1 1  1 I ' l  1 "

9 8 7 12 11 10 9
KS  (kHz)

1 .6 -

1 .4 -

1 . 2 -  

f  , 0 -
S’ 0.8 -

h-
0.6 -

0 .4 -

0.2 1 I 1 I 1 i 1 i “1 1 I 1 i 1 i 1 i 1 r
0 10 20 30 40 0 10 20 30 40 50

V i s e  <M*>

Figure 3.10: Top: T (Ks)  calibration curves based on the equilibrium iFs(T) data for 
(A) sample 40W and (B) sample 10W. Error bars for K s  are shown. Bottom: The 
dependence of the effective spin temperature on the rf pulse length {H\~7  Gauss) 
for (C) sample 40W and (D) sample 1 0 W. The intercept of the straight line fit was 
constrained to be the lattice temperature: T  =  0.31 K  (filled circles 10W and 40W), 
T  =  0.42 K  (open circles 40W), and T  — 0.44 K  (open circles 10W). The inset shows 
the top (along z’) and the front (along the rotation axis) views of the grooved sapphire 
platform holding a sample in a 5-turn rf coil.
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Figure 3.11: Spectra acquired using sample 40W at 76^=0.45 K, which show the 
evolution of the line shape as a function of dark time rD.

z ') magnetic field of amplitude 2 x H i  at / 0=155.93 MHz. The equilibrium value of 

tfs(T ) is independent of the tipping pulse parameters for weak Hi  (that is, Hi zz 

5 Gauss, Tpuise=20 (xs). However, if stronger pulses are used for T<0.5 K, the measured 

K s  drops sharply below the equilibrium value, even though the lattice temperature 

is unaffected by the pulses. The equilibrium measurements[55] of K s { T) (Fig. 3.10, 

A and B), can be used to convert the measured Knight shift into an effective electron
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spin temperature Tsp;n: Tspia rises linearly above the lattice temperature T as the 

duration of the tipping pulse rpuise increases, for Hi  ~  7G (Fig. 3.10, C and D). 

The increase of TSpm drops off sharply with increasing lattice temperature and is not 

observable for T >0.5  K. Furthermore, the apparent heating depends strongly on the 

alternating field strength and scales as H? (2<tj<5), which rules out nuclear spins as 

the heat source, because their tipping angle scales with Hi xrpu]se. Another possible 

mechanism, ohmic heating by eddy currents, appears inconsistent with the strong T  

and H\ dependence of the effect. Rather, these data provide evidence for a direct 

coupling between the rf pulse and the spins in the 2 DES. The mechanism for this 

interaction in a clean system is not known, because the applied rf photon energy is 

well below the electron spin resonance at ~74 GHz. Impurities in the bulk or edge 

states may be playing a role in this process.

The non-equilibrium spectra remain motionally narrowed, and appear indistin­

guishable from the corresponding equilibrium spectra measured at a higher lattice 

temperature. Thus, the electron spin system achieves internal equilibrium prior to 

our measurement, justifying our use of Tspin[43]. However, our measurement also 

shows that Tsp,-n remains greater than T long after the rf pulse is turned off, which 

implies that the electron spin-lattice relaxation time Tis >  100 /j ,s , for T<0.5 K at

The evolution of the spectra as the dark time t o  is increased provides an upper 

bound on t 1s (Fig. 3.11). The measured spectra are essentially independent of t q  after 

the first 0.5 s, consistent with the equilibration time of the the laser-heated sample 

with the helium bath at 0.45 K. Combining these results, we find 100 /is< r ls <  500 ms, 

for T  <0.5 K at ^= 1/3 . While this value of T\s is at least a factor of 1000 longer 

than recent measurements of the transverse relaxation time r£ in bulk GaAs[74], it is 

consistent with a previous theoretical prediction[75] which assumed conditions rather
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similar to our experiment.

Thus, we have shown that the 71Ga OPNMR spectra can be used to reveal the 

local, time-averaged value of the electron spin magnetization, (SZ(R)), which can be 

quite different from the global average of the spin polarization. As the temperature 

is lowered, the evolution of the NMR spectra from the “motionally narrowed” limit 

to the “frozen” limit is consistent with the localization of quasiparticles, which axe 

present only when At temperatures where the quasiparticles are still delocal­

ized, we can measure the amount of spin flip (~ 0 .1 ) associated with each quasiparticle, 

which turns out to be quite small. Finally, we have stumbled upon a technique that 

can be used to measure the electron spin-lattice relaxation time in GaAs under certain 

conditions (100/xs<rls<  500 ms, for T  <0.5 K at i/= l/3 ) .
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Chapter 4 

v=\x Freezing out the skyrmion 

liquid

In this chapter, we report optically pumped nuclear magnetic resonance (OPNMR) 

measurements of the Knight Shift K s{y ,T )  and full-width half-maximum linewidth 

r B(i/,r) of 71 Ga nuclei in an electron-doped multiple quantum well (MQW) sample. 

These measurements provide the first evidence for the localization of skyrmions near 

i/ =  1 as T — 0. In this limit, the apparent skyrmion “shape” may be compared to 

theoretical expectations. The measurements near v = 1  described below are some of 

the last measurements performed during the course of this thesis. The MQW sample 

used in this work, PRL95, was previously studied at higher temperatures[2 2 , 33].

4.0.17 The Tilted Plateau

Fig. 4.1 shows the Ks{v)  and the Tw{v) (FWHM) of the CW” resonance near v =  1 , 

for three different temperatures. All spectra at i/= l are well-described by the same 

two-parameter fit that was previously used for all spectra at v = |  (eqn. 2.1). On
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Figure 4.1: The filling factor dependence of both K s (solid symbols) and Lw (small 
open symbols) at (A) T = 3.7 K, (B) T = 1.6  K, and (C) T =0.4 K. Here, r„, is the 
full width at half maximum (FWHM) for the “W” resonance, and O°<0<37°. Earlier 
K s (v) measurements in the same sample [(B) large open symbols] are consistent with 
these results. Solid fines are to guide the eye, and the dashed fine is described in the 
text.

the other hand, for #  1 and low T, the width of the well resonance (Fig. 4.1 A, 

4.1B, 4.1C) can also be much broader than this same fit. At T=3.7 K, there is a 

sharp peak in K s{v )  (Fig. 4.1(A)). We infer the sample density n from this feature 

assuming that the maximum Ks{v)  occurs at v  =  1, obtaining n =  1.52 x 10u C7n-2 , a 

value consistent with transport characterization of the sample. The u{9) dependence 

is thus completely determined, and used throughout this chapter (0° <  9 <  37° in 

Fig. 4.1).

As the temperature is lowered (Fig. 4.1A-4.1C), the sharp peak in Ks(v)  evolves 

into a “tilted plateau”. Figure 4.IB also contains the ATs(i') data points reported 

previously[22]. While the new data are consistent with the earlier measurements, 

probing K s i y ) on this finer scale reveals a small region on both sides of u = l  where 

K s (y)mKs{i'=:l ) / i '  (dashed line in Fig. 4.1C). This tilted plateau is incompatible
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with the expression for K s(v )  derived previously[2 2 ], which had assumed delocalized 

quasiparticles[76]. The existence of the tilted plateau is a natural consequence of 

the localization of the quasiparticles along the plane of the quantum well, such that 

the nuclei responsible for the well resonance see fully polarized electrons (’P = l) , 

as if z/ = 1  “locally”, even though “globally”. More precisely, for nuclei at 

Ri=(X', K', Z'=0) in the center of the quantum well, the local -ft’smt(R-i) is directly 

proportional to the z-component of the local electron spin magnetization density, 

M2 (R£)[43], which is in turn proportional to the product of the electron number den­

sity and the spin polarization, i.e., Mz(Ri)oc |0(Ri)|2 7?(Ri)[56]. If the quasiholes 

(or quasipaxticles) introduced into the system by going to v =  1  — e (or v  =  1  +  e) are 

localized, then, in order to keep the total number of electrons fixed, |0 (Rt) | 2 must 

increase (or decrease) far from these charged excitations, which produces the observed 

tilt in the plateau near i /= l .  This is just the same effect as the rise (or fall) of the 

water level in a pool induced by placing solid dipsticks (or hollow capillary tubes) into 

it to create localized density minima (or maxima), which correspond to quasiholes 

(or quasiparticles). In this analogy, changing the filling factor by adjusting Btotcos9 

varies the number of dipsticks or capillary tubes in the pool and the Knight shift is 

given by the water level. Clearly, the fact that NMR is a local probe has become 

important.

4.0.18 Localization of Quasiparticles

Taking different slices through the (z/, T)  plane provides additional insights. Fig­

ure 4.2 shows K s ( T ) and (T) for several filling factors near v = l .  For t ^ l ,  lowering 

the temperature causes ^ ( T )  first to increase and then to drop, in stark contrast 

to the temperature independence of the well linewidth at v = \ .  The non-monotonic
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Figure 4.2: The temperature dependence of the Knight shift (filled symbols) and the 
linewidth (open symbols) for several filling factors 0.949<i/<1.045. Lines through 
K s ( T )  are to guide the eye. Curves through r W(T) are fits described in the text.

temperature dependence (Figure 4.2) is consistent with the evolution of the “W” 

resonance from motionally-narrowed to frozen as the temperature is lowered. Quali­

tatively similar trends were uncovered in earlier measurements at v <  l/3[56]. Both 

cases are rather unusual examples of motional narrowing phenomena in NMR, since 

the nuclei are fixed in the lattice at such low T. Instead, the motion is that of delo­

calized spin-reversed quasiparticles, that results in fluctuations of the local hyperfine 

field <5Bf(Ri) at each nuclear site Ri. The shape of the resonance is sensitive to 0(Ri) 

=  r (R 0 ^ ( R 0  l7 , where -r(Ri) is the characteristic time scale of the fluctuations, 

and 27  is the nuclear gyromagnetic ratio[43]. As T is lowered, the “W” resonance goes 

from the “motionally-narrowed limit” (at high T, 0(Ri) < <  1) to the “intermediate

Temperature (K)
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Figure 4.3: (A) Expected radial dependence (in units of the magnetic length la) of 
M'(r), for the K0, K3, and K3* skyrmions described in the text. For |c5i/|=0.05, gray 
scale images of M/*rn(Ri) (Black=—1; W hite=+ 1 ) are shown within the unit cell of 
a square lattice of either (B) KO, (C) K3, or (D) K3* skyrmions. Also shown (in 
B-D) are black contour lines at M fim=  0.5, 0.9, 0.95, and 0.98.

limit” (at T  near Tmax, where F-lU(Tmai)=r^ax, 0(Ri) ~  1) and then to the “frozen 

limit” (at low T, 0(Ri) > >  1). Figures 4.1 and 4.2 show that all three limits are 

experimentally accessible near u = l .

The frozen limit spectrum can provide information about the shape of individual 

quasiparticles and their spatial arrangement along the plane of the quantum well, 

through its dependence on Mz(Ri). In this limit, Equation (2.1) should be replaced 

by a more general expression for the OPNMR spectra:
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A rea
/ ( / )  =  Gb 9(f)  +  £  kf'g( / - / ' )  C \ K slnt( R |), / ' )  (4.1)

R ;  J 0

where the sum runs over all nuclei in the center of the quantum well.

Several theoretical approaches have been used to calculate MZ(JR{) for a single 

skyrmion excitation of the u =  1  ground state, which is a charged quasiparticle 

carrying UK" reversed spins. Figure 4.3A shows the typical radial dependence of 

the dimensionless M'z(r) expected[26, 27] for skyrmions with K = 0 (“K0”) and K = 3 

( “K3”). The K0 skyrmion corresponds to the ordinary Laughlin quasiparticle, while 

both theory and experiment suggest that the K3 skyrmion is energetically preferred 

for typical experimental conditions. Also shown in Fig. 4.3A is an ad hoc hybrid 

between the two (“K3*”), that has both the tail of K0 and the three reversed spins 

of K3.

As \5v\ increases, it becomes much more difficult to calculate M'z(R[), since the av­

erage distance between the quasiparticles approaches their size. As a first approxima­

tion to the actual function, we simply use M fim(Ri)=Min[M'([Ri—ri|), M '([R i—r2|), 

..., M '(|R i—rN|)], where N skyrmions are localized at positions (rj), and M z(r) is 

given by the isolated skyrmion calculations (see Fig. 4.3A). Figure 4.3B-4.3D are 

grey scale images of M f 1Tn(Ri) within the unit cell of a square skyrmion lattice at 

\5v\ — 0.05, for the three skyrmions shown in Fig. 4.3A: K0 (B), K3 (C), and K3* 

(D). Thus, through Mz tm(Re), the frozen limit spectrum can provide information 

about the shape of individual quasiparticles and their spatial arrangement along the 

plane of the quantum well.

We may now simulate the frozen limit OPNMR spectrum at i /= l  4 - Si/, by using 

l W R i , ^ ) =  ( ^ i (lT 0)) M f - ( R i , |H )  m Eqn. (4.1). Figure 4.4 shows [K§™(v), 

r£im(i/)] extracted from these simulations, which may be quantitatively compared to 

the low temperature data of Fig. 4.1C. Each curve corresponds to a square lattice
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of skyrmions with a particular shape Mz(r) (i.e., both conventional KO, Kl, K2, K3 

and ad hoc K3* skyrmions). In this model, both the KO and the K3* skyrmions 

are in good agreement with the data on the plateau (Fig. 4.4A and 4.4B), while 

the other conventional skyrmions are not. This conclusion is not very sensitive to 

either the skyrmion lattice type (e.g., triangular, face-centered rectangular) or to 

weak disorder in the skyrmion locations, over the range of the observed plateau (i.e., 

\5v\ <  0.05). As Figures 4.3B and 4.3D show, the existence of the tilted plateau 

indicates that M fim(Ri) needs to be ~  1  over a large fraction of the area between 

the quasiparticles. In principle, this condition could also be met by conventional K3 

skyrmions, if, instead of forming a lattice, the quasiparticles are localized in skyrmion- 

rich regions separated by skyrmion-free regions. For example, at \5u\ =  0.05, localized 

ID “stripes” of K3 skyrmions could be consistent with the data, provided that the 

inter-skyrmion spacing along the stripe is ~  2L0, and the inter-stripe spacing is ~  60Zo. 

However, the large Coulomb energy cost of this arrangement would seem to make such 

an extreme anisotropy unlikely, and so we limit our consideration to a square lattice of 

either KO or K3* skyrmions. Of course, either localized state must be consistent with 

the earlier measurements of V{y)  near v = 1[22, 77, 30, 31], which provided evidence 

for delocalized K m  3 skyrmions at higher temperatures.

4.0.19 Two Different Scenarios

The K0 case is qualitatively consistent with the recent suggestion that strong 

pinning of individual, conventional K3 skyrmions might convert them into K0 quasi­

particles as T  0[78]. However, the 15//1-dependence of r w(T) (Fig. 4.2) appears 

to be inconsistent with this scenario, if we assume a distribution in the strength of 

the pinning centers. In this case, as 5u increases, we would expect the localization
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of quasiparticles to “start” at the same temperature, but “finish” at lower and lower 

temperatures. However, Fig. 4.2 shows distinctly different behavior, since the whole 

r w(T) peak appears to shift to lower T as 5v increases. For example, at T  «  1.577, 

depending upon the quasiparticle density, all skyrmions can appear to be either lo­

calized (at \5u\ =  0.031) or delocalized (at \5v\ =  0.051). The localization of K3* 

skyrmions does not require a strong pinning mechanism, so we consider it further.

The sensitivity of the data (Figs. 4.1 and 4.2) to \5v\ suggests that skyrmion de­

localization is a collective phenomenon. However, the observed \5u[-dependence ap­

pears to rule out an obvious candidate mechanism, namely the “melting” of a pinned 

skyrmion crystal, since the classical melting temperature should increase as the crystal 

density (and the bond energy) increases. Instead, the data appear to be qualitatively 

consistent with the “depinning” of a skyrmion crystal, since the soft (stiff) bonds of 

the crystal at low (high) \5v\ may easily (not easily) stretch to match the disorder 

potential, resulting in a high (low) depinning temperature [79]. The nature of pinning 

phenomena has been studied theoretically in a wide variety of condensed matter sys­

tems, e.g., charge density waves[80], Wigner crystals[81], and superconducting vortex 

lattices[82], moreover, Nuclear Magnetic Resonance has proven to be a powerful local 

probe of pinning/depinning physics[83, 84, 85]. In the present case, the data appear 

to be consistent with the “weak pinning” limit [80].

This picture can be made more quantitative by comparing the data in Fig. 4.2 to 

simulated OPNMR spectra that consider the effect of skyrmion dynamics. Recently, 

in order to simulate spectra obtained near i/= l/3 , we proposed a simple, bipolar model 

for the effect of spin-reversed quasiparticle dynamics on the OPNMR lineshape[56]. In 

this simulation, the OPNMR linewidth increases substantially as the time scale, r, for 

local field fluctuations due to the motion of quasiparticles, passes through 2k ‘/=̂ (t-*o) 

(i.e., © ~  1). A more realistic model, which considered the effects of two-dimensional
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Figure 4.4: Open symbols axe [.K s { v ), r w(z/)] data from Fig. 2C. Filled points are 
[Ks'm(v), r^IT"(i/)] extracted from simulations described in the text. The points for 
each skyrmion type are joined by lines.

diffusional motion of a square lattice of conventional K3 skyrmions past fixed nuclei, 

was introduced recently by J. Sinova et a/. [8 6 ] to explain the spectra near v  =  1 . The 

maximum NMR linewidth within this model also occurs at 2Ksi nd7

Motivated by this improved model for skyrmion dynamics in real space, we have 

simulated the “motional narrowing” of the lineshape for each of the skyrmion shapes 

considered in Fig. 4.4[87]. In this simplified model, a nuclear spin “jumps” from a 

point inside a skyrmion unit cell to another point randomly and spends a time r  at 

each position. The NMR signal is calculated by averaging the signal from 500 such 

nuclei that start at arbitrary positions within the Skyrmion unit cell. By varying t ,  

we can control the characteristic fluctuation time of the local field felt by the nuclei. 

We find that the maximum value of the linewidth is insensitive to the skyrmion shape, 

but is very sensitive to the number of reversed spins [e.g., r™ax(K3) «  r^ ax(K3*)].
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Figure 4.5: Knight shift and well width for K3a, K3b, K3c and K3*  at z/=0.95 as 
a function of the characteristic fluctuation time of the local field, r. Also shown is 
a solution that closely resembles the Hartree-Fock solution for the Skyrmion shape 
(dashed line[8 6 ]).
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For example, shown in Fig. 4.5 are five curves curves for M'(r) with K=3, including 

four adhoc curves and a solution that closely resembles the Hartree-Fock solution 

for the Skyrmion shape (dashed line[8 6 ]). Their corresponding Knight shifts and 

widths are plotted as a function of r  for z/=0.95. Here KZa and K3c  are given by 

1 — 2 / ( 1  +  exp((x — R ) / P )) and K3b  is given by 1 — 1 .5 /(H -exp((x — R)/P)) .

Moreover, the simulated linewidth for the KO skyrmion hardly changes in going 

from the “frozen” to the “motionally-narrowed” limit, in sharp contrast to the data. 

Finally, at \8u\ =  0.031, the measured T™01 ~  r^ “x(K3*). Therefore, the simulations 

also show that the data require K  «  3, even for 0  —>-1 , where a skyrmion takes 

~  2 0 /xs to travel over the inter-skyrmion spacing.

In our earlier measurements of r w(T) near v  =  1/3, r™01 increased monotonically 

as \8i/\ increased, while Tmax was roughly independent of |<Ji/|[56]. However, r„,(T) 

near v — 1  is quite different (Figure 4.2), since Tmax decreases monotonically as 

\5i/\ increases, while r ™0 1  is roughly independent of \5v\. In order to compare our 

simulated r^im(r) to both data sets, we must first determine the mapping between r 

and T.

Recent simulations of the motion of a superconducting vortex lattice past fixed 

nuclei suggested a simple dependence of the resulting NMR T2 on the characteristic 

fluctuation time of the local field, r[85]. In our simulations of the motion of a skyrmion 

lattice past fixed nuclei, we found that the NMR linewidth is well-described by a 

similar expression: r^l77l(r) =  r™in +  {Vr̂ ax — L™in) , where ~  6  kHz,
* max

Tmax ~  2Ks- t ~  20/xs, and depends upon 5v. If we assume that r  follows

an Arrhennius law [i.e., T=r0exp(U/T ), where r0= r Tnaxfexp(U/Tmax)\, we arrive at 

an expression for T^m(T) that is a good fit (solid lines) to the r w(T) data in Fig. 

4.2. The best-fit values of the activation energy U and the uncertainty A U may be 

extracted at each \5i/\:

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



CHAPTER 4. u = l:  FREEZING OUT THE SKYRMION LIQUID 76

K night S h ift
^  20 -  

N

£  18-  

1 6  -  

§  14-

v=0.95, K3* \
v=0.97, K3* 
v=0.95, K3a averaged

m  1 2 -

g> 1 0 -  
'c 
* 8 - Width ->

1 0 0 0  1 0 0  1 0  1
T (|IS )

Figure 4.6: Knight shift and well width for K3* at u=0.95 and ^=0.97 as a function 
of t . Also shown is the Knight shift and well width for K3a  for v = 0 . 9 o  averaged over 
different values of U as described in the text.

V \5v\ U [  K] A U [K] Tm ax T0 [[1S]

0.969 0.031 8 . 0 ± 1 . 1 2.4 0.7

1.045 0.045 4.2 ± 1 . 6 1.7 1.7

0.949 0.051 0 . 6 ± 0 . 8 0 . 6 7.4

As \5v\ increases, A U jU  grows from ~ l / 8  to ~ 1 . This trend is additional evidence 

that the localization is caused by the weak pinning of a skyrmion crystal. In such a 

picture, each domain “j” of the crystal has a local activation energy Uj, which has a 

gaussian distribution g(Uj) across the sample, consistent with the measured (U, A U) 

for each \5u\. As a consequence, domains throughout the sample share a common 

Tmax for small AU/U[88],  but at laxge A U/U, Tmax varies from domain to domain.
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As a consistency check, we find that the measured {T,\5v\) are in good agreement 

with the <  r£im(T,|£z/|) > g(.uj ) extracted from simulated spectra that assume a spread 

in the local Tmax across the sample (Fig. 4.6).

In summary, the weak pinning of a crystal of adhoc K3* skyrmions is in good 

quantitative agreement with our data. This skyrmion shape is surprising, since the 

energetic considerations of a single skyrmion state would favor the conventional K3 

over the shorter tailed K3*. However, this preference may not be the same in a many 

skyrmion state, where the energetics are more complicated.
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Chapter 5 

z/=l/2: Landau Levels vs. Fermi 

Circles

Despite the overall agreement between theory and experiment to date, several fun­

damental issues about CF at v = \  have yet to be resolved experimentally. For exam­

ple, do CF form a Fermi gas, a “normal” Fermi liquid, or some kind of “unusual” 

Fermi liquid? Also, does the picture change when the ground state is only partially 

spin-polarized[89, 90, 91]? Experiments which directly probe the electron spin degree 

of freedom right at especially near the transition between partially and fully

spin-polarized ground states, will help to answer these central questions. We will 

present K s  data[92], which reveal the spin polarization V{T)  =  , and 1/T i

data, which probe the spin dynamics of the 2DES. Taken together, these thermody­

namic measurements can provide unique insights into the physics of CF at v = \ .

5.0.20 Three Different Cases with Half Filling

Since the maximum Knight shift for a fully polarized 2DES is known for each

78
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sample, K^-~^ =  K s -int(i/=^,T^>-0), the electron spin polarization at r/=l / 2  i 

using:

is obtained

1 . K s U - '  =  \ , T ) f ( v  =  \)
n ^ - r n -  K vS f {v =  i ) (5.1)

where /  =  2 n/[ton3 o(0 )] accounts for the small change in the 3D electron density 

at the center of the quantum well, n3 o, for different Btot and 9. Note that the /  

factors were not needed when measuring the polarization for v—1/3 or 1, because the 

ground state at z /= l/3  or 1 is fully polarized, and we were able to measure the max­

imum Knight shift at those filling factors. The use of the /  factor is necessary when 

comparing Knight shifts that were measured at different filling factors (even though 

the polarization might be unity at v = l / 2  and 1/3 under certain low temperature 

conditions, the Knight shifts will not be equal because of the different 3D electron 

densities at the center of the quantum well).

Using the rotator assembly, we could set the angle 6 between the sample’s growth 

axis and the applied field Btot so that the filling factor i/=nhc/eB±  (with B±_=Btotcos 9) 

equalled | .  In this section, we describe results obtained for the first three of the fol­

lowing six cases:

V Btot [T] 9 n [cm 2] w  [A] /

I 40W 1 / 2 7.03 38.3° 6.69x 1010 300 1.17

II 40W 1 / 2 5.52

0Oo

6.69x 1010 300 1.19

III 10W 1 / 2 7.03 24.5° 7.75 x 1010 260 1 . 2 0

IV 10W 1 / 2 6.40 o d 0 7.75 x 1010 260 1 . 2 1

V 40W 1/3 1 2 . 0 46.4° 6.69 x 1010 300 1.14

VI 10WT 1/3 1 2 . 0 36.8° 7.75 x 1010 260 1.18

V and VI are simply the u = l /3  cases described before.

Figure 5.1 shows OPNMR spectra at v —\  and T  ~  0.5 K, for Cases I—III (a-c, solid
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Figure 5.1: 71Ga OPNMR spectra (a-c, solid lines) at v —\ , T « 0 .5  K. The dotted 
line fits (a)-(c) use a 3.5 Khz FWHM Gaussian broadening (due to nuclear spin-spin 
coupling) of the intrinsic well and barrier lines. The dashed line fits (b) and (c) require 
an extra Gaussian broadening of “W” with the FWHM shown in (d) for samples 40W 
(open circles) and 1 0 W (filled diamonds).
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lines). For Case I, all spectra (e.g., Fig.5.1(a)) are well-described by the same two- 

parameter fit (dotted lines)[55, 56] that was used before for all spectra at v = \ -  This 

fit is generated under the assumption that all spins are delocalized, so that {Sz(v, T)), 

averaged over the NMR time scale (~  40 [jlsec), appears spatially homogeneous along 

the plane of the wells, and thus the resulting lineshape is “motionally-narrowed” [43].

In contrast, for Cases II and III, the well resonance [Fig. 5.1(b) and 5.1(c)] is 

much broader than the same fit (dotted lines). An additional gaussian broadening 

of just the well resonance leads to a better fit (dashed lines). The full width at half 

maximum (FWHM) of the additional broadening extracted from these fits is plotted 

in Fig. 5.1(d) for Cases II and III. Earlier measurements at v  <  |  were also poorly 

described by the “motionally-narrowed” lineshape, but in that case the extra well 

width was sharply temperature-dependent. The extra broadening of the well lineshape 

for Cases II and III (Fig. 5.1(b,c,d)) seems to be homogeneous. In simulations, we 

found that an unreasonably large FWHM of 70% or more is required for a gaussian 

distribution of electron densities along the well to explain the large temperature 

independent linewidth observed at ^ = \  for Cases II and III. If this extra broadening 

is homogeneous, the corresponding transverse relaxation time T2  [43] is quite short. 

The origin of this effect is not understood as it is very hard to explain simultaneously 

the temperature-independence of the extra broadening and the lack of a similar effect 

in Case I.

Figure 5.2(a) shows K s ( T ) at i/ = |  for Cases I—III. The larger scatter in the K S(T) 

data for Cases II and III is a consequence of the large linewidth. Using the empirical 

relation (all in kHz) ^ ”5 ^ =  J T s+ l.lx ( l— exp(—iTs/2-0)) discussed before, we can 

convert K s  into iT5int, which is the intrinsic hyperfine shift for the nuclei in the 

center of each well, and is a direct measure of the electron spin polarization V. For 

Cases II and III, the same values of Ksin.t(T) are also obtained directly from the
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dashed line fits [e.g., Fig. 5.1(b) and 5.1(c)].

5.0.21 Partially and Fully Polarized Ground States

Figure 5.2(b) and 5.2(c) shows that V { v = \ ,  T)  does not saturate down to our base 

temperature of 0.29 K, in contrast to earlier measurements at v = \  and |  [55, 22]. 

Moreover, as the temperature is increased, V {y ,T )  falls off much faster at v = \  than 

at i /= l or |  (e.g., at Tz =\g*fJ-eHtot / &b|, V ( i/ = 1,Tz ) «93%, while V { y = \ ,T z ) «40%. 

Here g*=-0.44, fj.e is the Bohr magneton and k s  is the Boltzmann constant). Quali­

tatively, these results are consistent with a tiny (or vanishing) energy gap for spin-flip 

excitations at £/=| for Cases I—III. However, a quantitative understanding of the 

■p(i/=|,T) data remains a challenge for theory {e.g., we cannot explain the crossing 

of the Case I and Case II data sets at T?zTz  [Fig. 5.2(b)]}.

Even though saturation is not observed, the Knight shift data for Case II are 

evidence for a z/=} ground state in which the electrons are only partially spin- 

polarized [i.e., V ( v = \ , T  —> 0 )« 7 5  — 85%]. This inference is consistent with data 

obtained from two other experiments in conditions similar to those of Case II. From 

their time-resolved photoluminescence measurements, Kukushkin et al.[90] estimate 

V { v = \ , T  —y 0) «  87% at 5.52 T. Surface acoustic wave measurements of Willett et 

al. obtained a Fermi wave vector which was ~  90% of the theoretical value for fully 

polarized CF, consistent with a polarization of at least V {y= ^ ,T  —► 0) «  62%.[15]

5.0.22 WICFM

The solid curves in Figure 5.2(b) and 5.2(c) are two parameter fits to the T<TZ 

data using expressions for V { v = \ , T )  derived within a weakly-interacting composite
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Figure 5.2: Temperature dependence at v = \  of (a) K s and (b, c) V  for Case I (open 
diamonds), Case II (filled symbols), and Case III (open circles). Note the error bars 
in (b) and (c). The solid and dashed curves are described in the text.
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(a) (b)

NICFMCold Hot
=E+J P

(c) (d)

Figure 5.3: kx — ky plot of the states which are occupied in the WTCFM model for 
(a) spin up and (b) spin down electrons. Schematic of the dispersion relations and 
occupation numbers for the WTCFM model shown for the spin up and spin down 
electrons under (c) cold and (d) hot temperature conditions, is varied. Note that in 
the WTCFM model, the effective Zeeman energy drops as the temperature is increased.
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fermion model (WICFM). In. this model, the dispersion relations for spin-up and 

spin-down states are:

n2k2 h2k2
Et{k) =  ^  E^ k) =  ^  +  E *z{T)  ’ (5'2)

where an exchange interaction has been included in the model through the effective 

Zeeman energy:

=  \9*PeBtot \ +  -F'Exch =  kbTz +  kB J V { T ) . (5-3)

When J  =  0, this is just the non-interacting composite fermion mo del [90]. When 

J  >  0, there is a Stoner enhancement of the spin susceptibility. Fig. 5.3 shows a 

rough schematic of the occupation numbers and the dispersion curves for the spin up 

and spin down electrons in the WICFM model. The electron occupy energy levels 

which are continously spaced, up to the Fermi energy. Here, the spin up band is 

occupied more than the spin down band because Zeeman energy tends to favor the 

occupation of the spin up band.

The chemical potential fi and the polarization P  in this model can be written as:

p{T)  =  kBT In ( — 7  +  'J'y2 +  exp(p) -  l )  +  Ez^  (5.4)

1 , l + e x p [ ^ ]  \ ,
V(T) =  — Inf-------------rr  ) (5.5)

P W + e x p [ ® ( l - t f ( T ) ) ] ^

where
U,E'Z(T ) ,  n E ’Z(T)

7  = cosh( and6(T) =  ~ m -

Equations 5.3-5.5 are solved self-consistently for V(T)  at each m* and J. Within 

this WICFM, the behavior of P (T )  as T —>-0 is quite sensitive to the parameter £(0). 

The ground state is only fully polarized (77 (0)=1) when <5(0)> 1. We find <5(0) < 1  for 

Cases II and III, <5(0) > 1  for Case I, and the dashed curve illustrates an even larger
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Figure 5.4: Temperature dependence of the 71Ga spin-lattice relaxation rate 1 /T). at 
v = \  for Case I (filled symbols) and Case II (open symbols). The solid and dashed 
curves are described in the text.

5(0) [Fig. 5.2(b) and 5.2(c)]. Thus, within this model, the best-fit curves for Cases 

II and III yield partially-polarized ground states, while Case I is fully-polarized. As 

described eaxlier, Cases II and III also have extra linewidth, while Case I does not 

Fig. 5.1).

Figure 5.4 shows the temperature dependence of the n Ga nuclear spin-lattice 

relaxation rate 1 /T i at z/= | for Cases I and II. At each temperature, OPNMR spec­

tra were acquired using a series of dark times 10 s <  td <  2560 s (i.e., the longest 

td >4Tx). The value of 1 /T L was determined by fitting the signal intensity at the 

“W” peak frequency to the form S(to)  =  So exp (—tq /T i )  +  Si- Note that these 

T < T z  relaxation rates are faster than the rate at T zxT z  for v = l  [33]. Qualitatively, 

this shows that there is a greater overlap of the density of states for electrons with
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opposite spins at z /= | than at i /=1 .

The isotropic Fermi contact hyperfine coupling between the electron spins and the

nuclear spins is responsible for both K s  and 1/Tx [55, 56, 22, 33], as is the case for 

some metals[43, 50]. Within the WICFM, 1 /T i(i/=^T)  for 71Ga nuclei in the center 

of the quantum well is:

This expression is used as a two-parameter fit to the 1 /T i (T) data (Fig. 5.4, solid

behavior of l/T i(T ) as T  —¥ 0 is also quite sensitive to the parameter £(0). In Fig. 5.4, 

we illustrate £(0 ) <  1  with the dotted curve, J(0 ) =  1 with the dashed curve, and we 

find d(0) > 1  for Cases I and II (solid curves). In contrast to normal metals, here k gT  

can be greater than fx(0 ).

5.0.23 If it doesn’t fit, You must acquit

Figure 5.5 shows the best values of J  and m* obtained for each data set in 

Figs. 5.2(b) and 5.2(c) and 5.4. The correlation between J  and m* is shown by 

A x 2= l  and A^2= 4  contours. These (J,m*) values he quite close to the curves which 

mark the transition between fully and partially polarized ground states (i.e., where 

5(0)=1). There is negligible overlap between the contours and the line <7=0, so the 

non-interacting composite fermion model used by Kukushkin et al. [90] does not work 

here. Moreover, there is no (J,m*) pair which can simultaneously describe the four 

data sets measured using the same sample and B±_ (Fig. 5.5 (main)), so we conclude 

that even the weakly-interacting composite fermion model is a poor description of 

the v —\  state for these Cases. The most glaring inconsistency is that of Case II,

1+ <»p - 1)]
(5.6)

lines), where fx(T) and 5(T) are obtained from Eqns.5.3-5.5 for each m * and J. The
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Figure 5.5: Values of J  (in Kelvin) and m* (in units of the electron mass in vacuum, 
me), obtained using a x 2 analysis of : (main) V( T)  (circles) and 1 /T i (T)  (squares) 
for Case I (dashed contours) and Case II (solid contours), and (inset) V( T)  for Case 
I (dashed contour) and Case III (thick solid contour). The thin solid contour in the 
inset shows the rescaled Case III values described in the text. Within the WICFM, 
the ground state is fully spin-polarized for (J,m*) values that lie above the thin solid 
curve (Case I), thick solid curve (Case II), or dashed-dotted curve (Case III, inset).

where 5(0)<1 (i.e., partially-spin polarized at T = 0) is inferred from 'P(T). which is 

incompatible with the result 5(0) >1 (i.e., fully-spin polarized at T=0) that is inferred 

from l/T i(T ).

Figure 5.5 (inset) shows the (J,m*) values obtained from the V ( T)  data for Cases 

I and III. These values do not agree, however, sample 10W and 40W also have slightly 

different electron densities and well widths (n,w). This would affect our results, since 

we expect kBJ  oc eBj_/m* oc Ec (A) =  e2/{e^Jl% -I-A2), where l0=yJhc/eB^_ is the 

magnetic length., e=13, and the parameter A «  modifies the Coulomb energy 

scale due to the non-zero thickness w of the quantum well [93]. To correct for this,
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the Case III (J,m*) values are rescaled using:

J{ni,wi) m /4 +  'KnmWnI \
H nm  ̂ 4 +  TTTliWi J

m* (nr, wi) Tli f 4 +  7rniu;i ^
m*(nm , wm ) \

(5.7)
nm  ^4 +  Trnm^ni; '

The rescaled contour has a good overlap with the (J,m*) values for Case I (Fig. 5.5 

(inset)). This rescaling is irrelevant for Fig. 5.5 (main), where the results on a single 

sample are shown.

Neither a non-interacting nor a weakly-interacting composite fermion model is 

sufficient to explain our experiments, which probe the electron spin degree of freedom 

right at However, a recent theoretical approach by R. Shankar[94] that uses

the hamiltonian theory of Composite Fermions is in good agreement with our data. 

Shown in Fig. 5.6 is a plot of our data shown before (Figs. 5.2, 5.4) compared to 

the predictions of this theory using a single parameter A. Also shown in Fig. 5.7 are 

dispersion relations generated by this theory for particles at u = l /2  at T=0.01K with 

Btot= B u = 5 .52T. Note that the lower dispersion curve is more flat at small k than 

the upper dispersion curve and cannot be fit with just a quadratic form.

Knight shift and 1/T i data, taken together, provide important new constraints on 

the theoretical description of the v =  \  state. Finally, in addition to fully polarized 

ground states (Case I, =0.021), partially spin-polarized ground states (Cases II 

and III, gg(A) =0-017 and 0.019) are experimentally accessible, and exhibit unexpected 

features (e.g., the extra linewddth).
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Figure 5.6: Comparison of our data to a recent theory by R. Shankar[94] that uses the 
hamilonian theory of Composite Fermions with one fitting parameter A to describe 
the i /= l /2  state.
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Figure 5.7: Dispersion relations using the theory by R. Shankar[94] for particles at 
z/= l/2  at T=0.01K with -Bto£=B_L=5.52T. The chemical potential is also shown. Note 
that the lower dispersion curve is more flat at small k than the upper dispersion curve 
and cannot be fit with just a quadratic form.
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Chapter 6

GaN: GaN’t See the Satellites?

6.0.24 Introduction

Red and yellow semiconductor diode lasers and LED’s have found several useful 

applications in industry, e.g. in telecommunications (optical fiber networks), data 

storage (compact-disk technology), document production (laser printers), and traffic 

lights. However, the light from these diodes is only able to span only a small portion 

of the complete color spectrum that can be achieved by combining red, blue and 

green light. In order to make full color displays, one needs to have a blue and a green 

light emitting device in addition to a red one. Several recent advances in GaN device 

technology have led to new blue green bright light sources. Although not as advanced 

as their red and yellow counterparts, green LED’s have already been used to make 

traffic lights, where they are more efficient and last longer. And recently developed 

blue lasers could be used to increase data storage capacities by a factor of 4 (over red 

lasers), and perhaps even increase the resolution for laser printing.

Typical red and yellow LED’s have light efficiencies greater than those of incan­

descent lamps. However, this is not the case for LED’s operating in the blue and

92
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ultra-violet portion of the sprectrum. Weak blue LED’s make from semiconducting 

SiC have been fabricated, but they are orders of magnitude less efficient than their 

red and yellow counterparts. The II-VI semiconducting compounds (especially those 

based on ZnSe[95]) have shown promise as blue and green light sources, but the 

ready formation of structural defects tends to dimish their lifetime. In the past three 

decades, much research has been done on the group III nitrides, alloys of Al-Ga-In-N, 

which have the bandgap neccessary for blue and UV light emission. However, only 

recently has much progress in the doping of materials and the processing of these 

devices been made, culminating in the demonstration by Nakamura et al.[96] of the 

first extremely bright blue LED in 1994. In early 1997, they were also able to de­

velop the first CW diode laser in the blue-violet range. Blue laser pointers are now 

commercially available.

Making a LED or a laser diode requires both n- and p- type doped materials. 

Fabricating hole-doped GaN proved to be especially tricky. Unintentionally doped 

GaN always turned out to be n type. The first p-type material was grown using low 

energy electron beam irradiation (LEEBI) activated magnesium-doped GaN films, 

converting them from a highly resistive state to one having ~  1016 holes[97]. Since 

then, superior hole concentrations have been achieved by thermal annealing after 

growth[98]. Despite these significant milestones in the development of GaN based 

devices, there are still many unresolved questions about the nitrides[99, 100], which 

are of both fundamental and technological interest.

For example, there is not currently a substate (with lattice parameters matched to 

the nitrides) for film growth. Due to the strong chemical bonding in these materials, 

the temperatures required for chemical vapor deposition (CVD) are very high. This 

tends to limit the choice of substrates to those that are stable at these high temper­

atures [i.e. Sapphire (a-AUC^) and SiC]. The materials grown on such mismatched

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



CHAPTER 6. GaN 94

substrates often contain about 1 0 10 dislocations per cm2 [1 0 1 ], about six orders of mag­

nitude more than what is typical for other materials used for optoelectronic devices. 

The details of this microstructure and the mechanisms that allow it to be compati­

ble with efficient light emission are not yet understood, so there is the potential for 

further improvement in these devices (e.g., by lowering the high threshold currents 

needed in these devices). These materials are very robust light emitters even in the 

presence of high current densities.

As another example of the unique characteristics of the nitrides, the wurtzite crys­

tal structure is believed to lead to large spontaneous and strain induced macroscopic 

polarization fields, which are often neglected in studies of these materials. However, 

these can lead to interesting modifications of the band structure near interfaces in 

multi-layer compounds [1 0 2 ].

As a final example, the mechanism by which optical gain is produced in the 

nitrides is also not well understood. InGaN segragation might play an important role 

in this process. The InGaN alloy is usually unstable and tends to seperate in regions 

of different compositions. As a result, the injected carriers are then confined in the 

regions of high Indium content because of their lower bandgap energy. Thus, the 

optical gain in the nitrides may also be excitonic (involving bound electron hole pairs 

rather than free charge carriers). Even slight InGaN composition variations could 

then be significant as they would induce weak potential fluctuations in the quantum 

well plane leading to excitonic localization.

An understanding of these effects is crucial for the further development of these 

devices. Hence, it is important to develop new probes of the local structure (e.g., 

NMR, OPNMR) in these novel materials that can reveal more information about 

these effects. [103].
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Table 6.1: Dimensions and composition data for the GaN samples.
Sample B874 Sample B870

2D Area (mm2) 8 x 5 6 x 4
x in InxGai_xN 0.07 0 . 2 1

Mg Doping yes no
#  of 71 Ga 2.9 x 1018 (0.34 mg) 1 . 8  x 1 0 18 (0 . 2 1  mg)
#  of 69 Ga 4.3 x 1018 (0.50 mg) 2.7 x 1018 (0.30 mg)
#  of 115 In 2.3 x 1016 (4.4 fig) 4.3 x 1016 (8.1 fxg)

6.0.25 GaN Samples

Previous NMR work in semiconductors has been able to resolve some of the above 

issues, e.g., the degree of cation ordering in Ino.5 Gao.5 P thin films[104]. However, the 

limited sensitivity of regular NMR techniques has required the use of large samples. 

Aware of these limitations, we still tried to detect an regular NMR signal from a very 

thin film of GaN. The samples were provided to us by Dr. Noble Johnson and Dr. 

Dave Bour of Xerox PARC, along with x-ray and TEM data. The two GaN samples 

are shown in Fig. 6.1 and the sample parameters are described in Table 6 .1 . Using 

MOCVD on a (OOOl)-sapphire substrate, a quantum well of InGaN is grown on top of 

a thin film of GaN. Sample B874 is Mg doped while the other is nominally undoped.

6.0.26 NMR of GaN Thin Films

Because of the small sample size, detecting the regular NMR signal from these 

thin ( )  films proved to be a difficult task. In order to detect the small signal, we 

had to combat acoustical resonances in the NMR coil. We were able to separate the 

acoustical resonance signal from the NMR signal by averaging them with very short 

repetition rates. This procedure tends to supress the NMR signal, since the nuclear 

spin-lattice relaxation times are very long. Acoustical resonances were not a problem
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Figure 6.1: Schematic diagram of the MOCVD layer structure (top) and their planar 
dimensions (bottom).
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while studying GaAs since the OPNMR signals there were relatively big. Fig. 6.2 

shows the 69Ga and 71 Ga central transitions (m =  —1/2 —>• m =  + 1 /2 ) in sample 

B874 for two different temperatures. The lower temperature spectrum was extracted 

by averaging the free induction decay for 5 hours at T=1.5K. For this spectrum, the 

Mg doped sample was tilted by 54.5° from the crystalline c-axis in a 7 Tesla field. 

The 71Ga and 69Ga chemical shifts in these two samples are in good agreement with 

previously published values[105].

69 Ga is a spin 3/2 nucleus and possesses two satellite transitions in addition to 

the above central transition. Fig. 6.3 shows the upper 69Ga satellite transition (m =  

—3/2 —> m  =  —1/2) in sample B874 for different values of 6. Note that the linewidth 

of the satellite transition at any angle is considerably larger than the linewidth of the 

central transition. For the perfect wurtzite crystal, we would expect this linewidth to 

be the same for both transitions, in sharp contrast to Figs. 6.2 and 6.3. Furthermore, 

the linewidth of the satellite transition increases dramatically as the angle is increased, 

and the satellite transition is no longer observable beyond 0=12°.

In order to explain this phenomenon, let us consider the form of the quadrupolar 

interaction in the nucleus[43, 67]:

Here V aEp =  Vap is the electric field gradient (EFG) tensor present at the site of 

the nucleus and x ', y', z' are the principal axes of this tensor. The second term in the 

above expression exists only if Vap is not axially symmetric, which is not the case in 

GaN. The total nuclear hamiltonian is then

(6.1)

(6.2)
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Figure 6.2: Shown for sample B874, the central transition at B tot=7.03 T for (a) 71Ga 
at room temperature with 0=53.2°, and / 0=91.34 MHz. (b) 69Ga at T=1.5 K with 
0=54.5°, and /„ =71.88 MHz.
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Figure 6.3: The upper 69Ga satellite transition (m  =  -§ —> - 5 ) for several different 
tilt angles 6. Each spectrum was obtained by averaging for 5 hours at T  =  1.5 K.

Without loss of generality, Iz> can be substituted by Izcos(0) +IXsin(0). Here, 

Q is also the angle between the sample growth axis and the magnetic field direction 

[z  axis). Note that for 9=0, this hamiltonian can be solved exactly. The first order 

change in the energy is given by

Em =  E<n +  E ff  =  - 7 nhBtotm +

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



CHAPTER 6. GaN 100

_ e Q V ^ _  ( W ^ )  (6.3)

Variations in the frequency of the upper satellite transition due to “local” fluctu­

ations in Vztzr and 9 can explain the large satellite linewidth and it’s dependence 

on the angle 9. The frequency of the upper satellite transition is f ^ 2-t—1 /2 oc 

QVz'Z'( l  — 3 cos2 9). The large linewidth at 9 =  0 can then only be due to fluctu­

ations in Vzizi {since the derivative of [l-3cos2(0)j with respect to 9 is zero}. We 

deduce that Vz>z> has a 1% FWHM gaussian distribution throughout the sample. The 

increase in the linewidth with increasing 9 is due to a spread in the local values of 

9 or the z’ axis (symmetry axis of the EFG tensor). We find that this spread is as 

large as ±2°. This spread might be attributed to small angle tilts of grains, however, 

x-ray and TEM measurements indicate that such spreads should be 20 times smaller. 

Thus it appears likely that our observed variation in the local values of 9 is due to 

something else... maybe local unit cell changes caused by internal electric fields.

An independent measurement of the spread in 9 can be made by analyzing the 

linewidth of the 69Ga central transition. Fig. 6.4 shows that this linewidth varies 

dramatically as the angle 9 is changed. This is in sharp contrast to the smooth 

behavior seen for the central and satellite 2/A1 transitions (Fig.6.4) in a perfect single 

crystal of Sapphire (in a perfect crystal, these two transitions will also have the same 

linewidths). In analogy to the above consideration for the satellites, we can explain 

the extra linewidth of the central transition by assuming a spread in the frequencies 

of the central transition (due to a variation in the local values of 9).

For nuclei with half integer spin, the frequency of the central transition (m — 

—1/2 —>■ m =  +1/2) is not shifted in first order. Using second order perturbation 

theory, this frequency is
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Figure 6.4: The linewidth for the 69Ga central transition (open triangles) is compared 
to the expected linewidth in a perfect GaN crystal (dashed line) and the 27Al linewidth 
for central and satellite transitions in sapphire (open and filled circles). The solid line 
represents a fit where the angular scatter in the local electric field gradients is ±2°.
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/r(2) y 2?r e2Q2V$z,

x

1 /2 - 1 /2  2 5 g  / j 2 / 2 ( 2 / _ l ) 2 7njBtot

[4/(/+d - 3 ][(x +|)2-(|)2; (6.4)

The measured frequency of the 69 Ga and 71 Ga central transition in these thin 

films is shown in Fig. 6.5, and is in good agreement with the above expression. The 

observed variation in the linewidth of this transition with angle is consistent with our 

earlier value of a ±2° spread in the local direction of Vz>z<. It is remarkable that such 

a simple model (a gaussian spread in the distribution of 9 and Vz<z') can explain both 

of these phenomena so accurately. Fig. 6.5 can also be used to extract

_  3e QVZ'Z>
~  2 h l { 2 1 -  1) ’ ( ^

which is the exact splitting between the different NMR transitions (central and 

satellite) at 8=0. Our values of isq(71Gci)=890 kHz and z/Q(69Ga)=1400 kHz are in 

good agreement with published quadrupole splittings in GaN powder[105].

6.0.27 Nuclear Spin-Lattice Relaxation Time

The nuclear spin-lattice relaxation time in III-IV semiconductors is dominated 

by the interaction between the quadrupole moment of the nucleus and the crystalline 

lattice. The dominant mechanism for this effect is the Raman process where one quan­

tum of lattice vibration is absorbed, another quantum is emitted and the nucleus can 

make either an A m = ± l or ± 2  transition[106]. Measurements of the spin-lattice re­

laxation time for 69Ga and 71Ga are shown in Fig. 6.6. The ratio of the 69Ga and 71Ga 

relaxation time is in good agreement with the expected quadrupole moment (oc 1 /Q 2) 

scaling. The temperature dependence of the relaxation time in bulk GaN is expected
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to scale as 1/T 2 at high T  and as 1 /T 7 at low T, where the Debye temperature (~  

100K) separates the high temperature regime from the low temperature regime. This 

seems inconsistent with the data shown in Fig. 6.6 for these thin films, which scale as 

1/T 4/3 (solid line) in the temperature range shown. The reason for this discrepency 

(which makes it much easier to make measurements at low T) is not yet understood.

In summary, NMR at the limit of conventional detection can still reveal valuable 

new information about the structural properties of epitaxial layers in GaN. However, 

due to the low sensitivity, one cannot use this technique to probe the properties of 

much smaller structures (~  lOnm, e.g. quantum wells). We can overcome this barrier 

by optical pumping. Based on our work in GaAs, we expect an amplification of the 

regular NMR signal by about 100. Further work in this direction is already underway.
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Figure 6.6: Nuclear spin-lattice relaxation time, 71, for 69Ga and 71 Ga in sample B874 
for different temperatures, with B = 7.03 T and 0=54.5°.
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Conclusions

In summary, we have shown that optically pumped nuclear magnetic resonance (OP- 

NMR) can be an extremely useful tool to advance the understanding of spin physics 

in the quantum Hall regimes. At Yale, we have been able to push this technique down 

to lower temperatures (T  ~  300 mK) and upto higher magnetic fields (B  ~  12 T) than 

ever before. Data for the electron spin polarization V  as a function of temperature 

and the Landau level filling factor v  around z/ =  1/3 in two different electron-doped 

multiple quantum well samples provide evidence that below T  «  500 m K , the spin- 

reversed charged excitations of the v =  1/3 ground state become spatially localized 

over the NMR time scale of about 40 microseconds. We also found that the two- 

dimensional electron spin system at z/ =  l /3  could also be driven out of equilibrium 

by varying NMR pulse parameters. The establishment of an electron spin tempera­

ture that is different from the crystalline lattice temperature is an extremely unusual 

phenomenon. Observation of this effect implies that for T  <  500 mK, the electron 

spin-lattice relaxation time T\s is between 100 microseconds and 500 milliseconds, 

atz/ =  l / 3 . We also report a preliminary attempt to use OPNMR as a probe of ma­

terial properties in heterostructures made of GaN — a novel semiconductor with a 

band gap in the blue region of visible spectrum. Our first NMR measurements of the

106
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quadrupole shift and the linewidth at 1.5 K <  T <300K  provide evidence that the 

local electric field gradients have an angular scatter of ±2°, exceeding the spread in 

the local crystalline lattice orientations by a factor of ~  20.
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