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In magnetic resonance and other spectroscopies, the strong pulses used to control

coherent spin evolution are often approximated as instantaneous delta function rota-

tions. However, small corrections to the delta function model can cause surprising

departures from the conventional theory in standard multipulse NMR experiments

using strong π-pulses. In this dissertation, we report the exploration of the small

correction terms resulting from the finite duration of realistic pulses, however strong,

using average Hamiltonian theory. Investigation of role these terms could play in stan-

dard NMR experiments led to the design and demonstration of a new class of spin

echoes. We present analogs of the original free induction decay (FID), Hahn echo, and

CPMG echoes whose experimental design is based on terms typically ignored when

strong pulses are used. Variants on the original magic echo are demonstrated as well

as the quadratic echo, based on both the zeroth- and first-order average Hamiltonian

expressions and which has no classic NMR spin echo analog. Finally, we present alter-

native approaches to overcoming the line broadening effect of dipolar interactions in

solids. Using a variation on the quadratic echo pulse sequence as a building block, we

develop a new approach to line-narrowing and magnetic resonance imaging of solids

which allows control of both the Zeeman and dipolar phase wrapping.
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Introduction

The work reported in this dissertation, as well as much of the work of my fellow lab

mates before me, had its genesis in the simple question, “What is the T2 of 29Si in

crystalline silicon?” Much to our surprise, this has not been easy question to answer.

The question arose as part of a proposal to use nuclear spins in semi-conductors

as qubits for quantum computation [1]. The pursuit of the answer has led us unex-

pectedly in a different, but fortuitous direction. The puzzling results we found at the

start of this project eventually lead to a unique method of spin control applicable

in large spin systems and more immediately useful in extreme line narrowing and

magnetic resonance imaging of solids.

The first stumbling block to determining the transverse spin relaxation time, T2,

of silicon was a stark discrepancy between two standard experimental methods of

measurement [2], one which used a single π-pulse to produce each data point and

another that acquired all data points in a single experiment using multiple π-pulses.

These two experimental methods should agree in the limit of delta function pulses,

when very strong π-pulses are used. Although suspicion was first cast on experimental

artifacts or the accumulation of pulse error over many pulses, an exhaustive set of

experiments [3, 4] are strong evidence that an extrinsic source was not the reason for

the errant behavior.

Ruling out an extrinsic cause was an important step towards legitimizing the

1



effect. However, it was still difficult to explain why the multiple π-pulse experiments

gave a much longer coherence time when, in the strong pulse limit, it should agree

with the single pulse experiment. Since this expectation was based on the delta

function pulse approximation, we revisited this assumption. Surprisingly, numerical

simulations under certain conditions [3, 5] showed that these effects could come from

the finite duration of the π-pulses. Although this provided additional support for an

intrinsic cause of the behavior, with just these calculations it was hard to gain any

insight into the physical mechanism causing the long coherence time observed in the

multiple pulse experiments.

To help us develop a better physical picture, Average Hamiltonian Theory (AHT)

was used to extract the leading order correction terms coming from the the non-zero

duration pulses. Concentrating our efforts on these terms allowed us to begin building

the theoretical model that is the focus of this dissertation. Believing these terms to be

major contributors to the anomalous behavior, we designed experiments to amplify

the effect of these terms in a more controlled way. These explorations eventually lead

to the design and demonstration of new and unique classes of spin echoes inspired

by classic NMR spin echo experiments. Through these experiments, distinguishing

themselves from the classic experiments by their use of terms typically ignored when

strong pulses are used, and through numerical simulations [3, 5], we discovered that

these terms, although small, could have large impact over the application of many

pulses.

Convinced of the validity of this model and finally able to achieve some predicted

results, we pushed the model further, turning to the development of possible applica-

tions. In the most recent years of this project, we have turned our focus to developing

pulse sequences based on this model which show promise in the line narrowing and

imaging in solids. MRI imaging in solids has not seen the rapid growth and level

2



of sophistication that liquid state MRI has seen because of the difficulties in over-

coming dipolar dephasing. Since our method provides another way to refocus dipolar

dephasing, we hope to make contributions in advancing this field. Currently, our lab

is working towards this goal.

The following is a brief chapter by chapter synopsis to guide the reader who wishes

to skip ahead.

To begin, Chapter 1 presents a brief review of basic spin physics, both classical

and quantum mechanical, and some fundamental concepts in NMR theory. Although

elementary in nature, this simple picture of non-interacting spins is far reaching in

NMR and can be used to intuitively address many questions regarding spectral line

shapes and the experimental design presented in later chapters.

Chapter 2 introduces the necessary tools used in high resolution NMR. For the

interested graduate student there are descriptions of the resonant tank circuits we use

in the probe and their corresponding capacitance formulas. These formulas can help

estimate the necessary parameters to tune the probe to the desired frequency and

impedance. Also of practical importance to future students is a detailed description

of how to properly adjust the superconducting magnet to obtain a homogeneous and

stable field.

Chapter 3 outlines two standard methods used to measure T2. The two methods

are compared on a theoretical basis to show why the measurements are expected

to agree under our experimental conditions. A few of the more salient examples of

surprising data [2, 3, 4], given the long standing and well established NMR principles

we based our expectations on, are shown as well as our attempts to understand the

behavior beyond the delta function pulse approximation.

A brief overview of Average Hamiltonian Theory is presented in Chapter 4, fol-

lowed by a more detailed analysis as it pertains to the multiple pulse sequences we

3



first used in our experiments.

Chapter 5 chronicles our exploration of the average Hamiltonian model of the

previous chapter. The expressions calculated for the basic multiple pulse experiments

presented in Chapter 4 are tested quantitatively for their validity. Using this model up

to zeroth order in the average Hamiltonian and guided by classic NMR experiments,

we designed analogs to classic NMR experiments based on terms usually ignored

when strong pulses are used. Experiments inspired by the original free induction

decay (FID), Hahn echo, rotary echo, CPMG echoes and magic echo experiments,

which would not be possible in the delta function pulse limit are presented.

Described in Chapter 6 is the extension of this model to include the first or-

der average Hamiltonian term. Although much weaker in magnitude, it was clear

from computer simulations that certain conditions would allow the first order average

Hamiltonian term to have large impact as many π-pulses are applied. By incorporat-

ing phase coherent frequency jumping into our pulse sequences, we demonstrate that

higher order terms can also be used in coherence control. A new type of echo, the

“quadratic” echo, with behavior that is quantitatively well described by our model

and has no classical analog, is demonstrated.

Chapter 7 shows the possible application of this method of coherence control in

imaging of solids. One of the difficulties in solid-state NMR imaging is overcoming

the line broadening effect of dipolar interactions. Our new approach to line-narrowing

and magnetic resonance imaging of solids, which allows control of both Zeeman and

dipolar phase wrapping, is outlined here. Data in biological samples, as well as

a discussion of the advantages and limitations of this method compared to other

imaging methods is presented.
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Chapter 1

Spin Basics

In 1946 nuclear magnetic resonance (NMR) in bulk matter was discovered indepen-

dently and virtually simultaneously by a team led by Edward Purcell at Harvard

University [6] and a team led by Felix Bloch at Stanford University [7, 8]. Edward

Purcell and Felix Bloch later shared the Nobel Prize for their discovery six years

later. At many levels, magnetic resonance can be understood from both a classical

and quantum mechanical standpoint [9, 10, 11], so it is perhaps fitting that the two

groups viewed the phenomenon from these two approaches.

For the material presented in this dissertation, the classical description of non-

interacting spins is far reaching and will be used to address many questions regarding

spectral line shapes and optimum experimental design. However, the dipolar solids

under investigation cannot be simply or adequately described with classical tools.

Each dipole not only reacts to both the large external field and the dipolar fields of

neighboring spins, but produces its own field that is felt by its neighbors. The influ-

ence of the central spin on the motion of neighboring spins produces time dependent

fields that effect the motion of the central spin, and in that way the central spin re-

acts back on itself. For this complicated behavior, more rigorous quantum mechanical

machinery will be required to properly describe the system.
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1.1 Classical Spins

1.1.1 Larmor Precession

Bloch’s group at Stanford took a classical approach to understand the effects of a

magnetic field on a collection of non-interacting magnetic moments [7, 8]. Each

nucleus contributing to the total magnetic moment of the system possesses a magnetic

moment ~µ. The magnetic fields exert a torque on the magnetic moments causing a

reorientation of the total magnetic moment vector. If each magnetic moment was

a simple bar magnet allowed to reorient freely, it would tend to line up along the

direction of ~B0 = B0ẑ, where B0 is the magnitude of the externally applied magnetic

field. However, if the moment has angular momentum ~J , it will precess according to

the equation of motion

d~J

dt
= ~µ× ~B0. (1.1)

Using ~µ = γ~J , where γ is the gyromagnetic ratio of the nucleus, this can be rewritten

as

d~µ

dt
= γ~µ× ~B0. (1.2)

If ~µ is not aligned with the external magnetic field (~µ · ~B0 6= 0), then it will precess

at the Larmor frequency, ω0 = γB0, on a cone along a fixed angle, θ (Figure 1.1).

To observe nuclear magnetic resonance, the system under study is placed in small

solenoid perpendicular to the large external field ~B0. A signal will only be observed if

the spins are tipped away from the ẑ-axis and allowed to precess. Since the equilibrium

state of the system has total magnetization vector, ~M , aligned along ẑ, the magnetic

moments can be reoriented and manipulated by applying a radio frequency (rf) field

with the same frequency as the rate of spin precession. By applying an rf field, ~B1,

at the Larmor frequency, the spins along ẑ in thermal equilibrium are driven towards
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Figure 1.1: The precession of the moment ~µ at fixed angle φ from the external field
~B0 about a cone. The moment ~µ precesses at the Larmor frequency ω0 = γB0.

the x-y plane where they can be measured. Once in this orientation, the alternating

magnetic field due to the precessing component of ~M perpendicular to the external

field will generate a voltage in the solenoid by induction.

1.1.2 The Rotating Frame

The response of the system to the application of radio frequency pulses is often

conveniently analyzed in a frame rotating at the Larmor frequency [12, 10, 13, 14].

From the perspective of an observer watching spins from the fixed lab frame, the spins

precess about ẑ at the frequency ω0. If the observer is instead in a frame rotating at

the Larmor frequency the spins will appear motionless, as if there is no applied field.

The externally applied field, ~B0, is much larger in scale than both the control pulses

and the residual internal fields of interest, making it convenient to work in a rotating

frame where the trivial motion caused by the large external field is removed.

In the rotating frame, the effect of a linearly polarized rf field on the spins is also

simplified. In the lab frame, the linearly polarized rf field produced by the coil can

be regarded as two counter rotating fields with the same frequency. When viewed

in a frame rotating at the same radio frequency, the component that rotates in the
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same sense as the rotating frame will look like a constant field in the transverse plane,

while the component that rotates in the opposite sense will appear to precess at 2ω0.

For large ~B0 the counter-rotating field oscillates far enough from resonance that it

has little effect on the magnetic moments and is therefore ignored [15].

1.1.3 Bloch Equations and Spin Relaxation

In this simplified analysis, the precession of spins would go on indefinitely if there

were no methods of relaxation. However, given enough time in any real system,

the magnetization will align along the direction of the external magnetic field. The

source of this relaxation, which is the bulk of the discussion in most NMR textbooks

[9, 10, 13, 14, 11], is a complicated subject where a full description requires the

machinery of quantum mechanics. However, the phenomenological Bloch equations

provide an elegant, qualitative description of the relaxation of the nuclear polarization

~M [7, 10].

Bloch’s approach adds an extra term to each component of the equation of motion

from equation (1.2) to account for spin relaxation. The Bloch equations are given by

d

dt
Mx = γ( ~M × ~B)x − Mx

T2

(1.3)

d

dt
My = γ( ~M × ~B)y − My

T2

(1.4)

d

dt
Mz = γ( ~M × ~B)x +

M0 −Mz

T1

(1.5)

where ~M = (Mx,My,Mz) and the spin relaxation is characterized by two times, T1

and T2. The structure of the added terms ensures that M0 is the equilibrium value

of Mz, while Mx and My tend to zero at equilibrium.

The characteristic time constant, T1, is the spin-lattice or longitudinal relaxation

time. In order for spins to polarize along the direction of the large external field, high
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energy spins anti-parallel to the field require a mechanism for an energy-lowering

spin flip. Fluctuating fields produced by other spin species provide a major relax-

ation mechanism, but others include atomic vibrations, translations and rotations

depending on the spin bath environment.

The time constant, T2, which is a main focus in this dissertation, characterizes the

relaxation of transverse magnetization. It is referred to as the spin-spin or transverse

relaxation time. The contributing mechanisms here, unlike T1 relaxation, involve

interactions in which there is no net energy transfer from the spin system to the envi-

ronment. The primary interactions causing T2 relaxation are from local fluctuations

in the magnetic field at the site of the nucleus. These small field fluctuations can

come from the dipolar fields produced by other spins. Due to the variation in local

fields, the nuclei precess at slightly different rates. As the spins get more and more

out of step with one another, they point in all directions in the x-y plane, causing

the vector sum of the the transverse magnetization to approach zero.

1.2 Quantum Mechanical Spins

Purcell’s team at Harvard, being spectroscopists, took a quantum mechanical ap-

proach. They considered how the external magnetic field splits the energy levels of

the nuclear magnetic moments and how an applied rf field caused transitions between

these levels [6].
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1.2.1 Larmor Frequency

In the quantum mechanical description, the Hamiltonian for a magnetic moment ~µ

in a static magnetic field ~B0 has the form

H = −~µ · ~B0. (1.6)

Here, the magnetic moment ~µ is related to the nuclear spin operator, ~I, by Planck’s

constant

~µ = γ~~I. (1.7)

For a spin 1
2
-system the allowed eigenvalues of Iz are mI = ±1

2
, so the two energy

levels are separated by an amount

∆E = ~γB0. (1.8)

Transitions between the energy levels require that the angular frequency of applied

radiation satisfy the resonance condition

ω = γB0. (1.9)

In the quantum mechanical description, the Larmor frequency is a measure of the

energy quanta required to cause transitions between energy levels, rather than the

precession frequency of classical spins about a cone. For typical nuclei in strong fields

(B0 ∼ 10 Tesla), the frequency falls in the radio frequency range.
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1.2.2 Quantum Mechanical Equation of Motion

To compare to the classical description, and since these are the quantities measured in

experiment we need to know the expectation value of the magnetic moment operator

〈~µ(t)〉 = γ~〈~I(t)〉. The equation of motion of the operator ~µ(t) is given by the

Heisenberg equation,

d

dt
~µ = − i

~
[~µ,H] (1.10)

= − i
~

[
~µ,−γ~~I · ~B0

]
(1.11)

= iγ2~
[
~I, IxBx + IyBy + IzBz

]
. (1.12)

Taking the commutator and the expectation value of this expression gives an analo-

gous expression to the classical equation (1.2).

d〈~µ〉
dt

= 〈~µ〉 × ~B. (1.13)

However, this reduction to the classical equation is only possible because the Hamil-

tonian under consideration is linear in the spin operator ~I. For this dissertation, we

are primarily concerned with dipolar systems which cannot be described so easily.

1.2.3 Density Matrix Representation

For coupled spins in quantum many-body systems, a classical approach is not capable

of a full description. Many interactions, such as multiple quantum coherence effects,

have no classical analog. To describe the quantum mechanical evolution of systems

like these, we use the density operator ρ(t).

For an idealized pure state, where all spin systems in the ensemble are in the same
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state described by the state function

|ψ(t)〉 =
∑
i

ci(t)|i〉, (1.14)

the density operator is

ρ(t) =
∑
i

∑
j

ci(t)c
∗
j(t)|i〉〈j|. (1.15)

For an ensemble in thermal equilibrium, spin systems in the ensemble have a

probability pk of being in the state |ψk(t)〉. For the ensemble in this mixed state, the

density operator is given by

ρ(t) =
∑
i

∑
j

ci(t)c∗j(t)|i〉〈j|. (1.16)

where the bar denotes the ensemble average. The equation of motion for the density

matrix is

d

dt
ρ = − i

~
[H, ρ] . (1.17)

If H is time independent, which is often possible with an appropriate choice of coor-

dinate system, the time dependent density matrix becomes

ρ(t) = e−
i
~Htρ(0) e+ i

~Ht. (1.18)

From this equation, the time evolution operator can be identified as U ≡ e−
i
~Ht.

Once the time dependent density matrix is given, the the expectation value of the
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spin operators can be calculated by

〈Ix〉 = Tr [ρ(t)Ix] (1.19)

〈Iy〉 = Tr [ρ(t)Iy] (1.20)

〈Iz〉 = Tr [ρ(t)Iz] (1.21)

where Tr indicates the trace of the matrix. These expressions allow us to calculate

the observable ~M(t) = N〈~µ(t)〉 which is related to the spin operators by 〈~µ(t)〉 =

γ~〈~I(t)〉.
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Chapter 2

NMR Experimental Details

2.1 Pulsed NMR Spectrometer

The first NMR experiments used a steady state or continuous wave spectroscopy ap-

proach [8, 6]. Information about a system was gathered by monitoring the response

to constant irradiation. The response would change as the frequency of radiating

field, or the strength of the longitudinal field B0, was swept past the resonance con-

dition. Twenty years later, pulsed NMR was introduced and showed that the same

information and more could be gathered using short intense pulses of resonant rf ra-

diation [16]. These short rf pulses allow an experimenter to investigate the response

of the system to many frequencies sent to the sample all at once. Then the result-

ing time domain signal can be decomposed into its spectral components by Fourier

transformation.

For the experiments in this dissertation, we used a Tecmag Apollo spectrometer.

The spectrometer functions as both a transmitter, controlling the quick intense bursts

of rf radiation sent to the sample, and as a receiver, amplifying and collecting the

time domain signal that can be Fourier transformed into a spectrum.
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2.1.1 Transmitter

To achieve a particular macroscopic magnetic moment configuration, the experi-

menter needs precise control of the length of time the rf pulse is applied, as well

as its amplitude and phase. The amplitude of the tipping field dictates how quickly

spins are reoriented. The stronger the pulse, the faster the spin rotations and the

closer the pulse action is to an ideal rotation. For short, intense pulses other spin

interactions can often be ignored1. For the experiments in this dissertation, we use

high amplitude, square rf pulses aligned either along the x or y-axis to manipulate

spins.

Our transmitter consists of a digital frequency synthesizer, transmitter modulator

and amplifier. The synthesizer produces a continuous rf wave that is modified into the

desired pulse shape and adjusted to the specified phase by the modulator. The signal

is then sent to the amplifier which intensifies the signal to the desired amplitude.

2.1.2 Receiver

Tipping the magnetization vector towards the x-y plane causes spins to precess about

~B0. As the magnetization precesses, it induces a voltage in the coil wrapped around

the sample. The weak nuclear induction signal is first magnified by a pre-amp and

then sent to the spectrometer for quadrature heterodyne detection [14]. This mix-

ing technique allows the experimenter to record both the x- and y-component of the

precessing nuclear magnetization, termed the “real” and “imaginary” channel respec-

tively, in the rotating frame. In the first detection stage, the Apollo spectrometer

demodulates to an intermediate frequency of 11.25 MHz, rather than removing the

Larmor carrier frequency altogether (homodyne detection). In the second stage, the

signal is digitized, digitally filtered and the intermediate frequency is removed. Com-

1Exceptions will be covered in later chapters.
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pared to homodyne detection, this avoids problems associated with detection near DC

levels. As a final step, the signal is intensified again and digitally stored for analysis.

2.2 Tank Circuits

To deliver the rf pulses to the actual sample and collect the resulting signal, a resonant

tank circuit is used. We typically use one of two tank circuit designs [14], depending

on the desired frequency (Figure 2.1). Both include a coil with inductance L, which

surrounds the sample, and two variable capacitors, Ct and Cm. There is also a small

resistance, r, due to the resistance of the wire making up the coil. Without Cm, the

two circuits reduce to either a simple series or parallel LRC circuit. In both the simple

parallel and series LRC circuits the undamped resonance frequency is ω = 1√
LCt

. The

resonance, which should be tuned to the Larmor frequency, is controlled by changing

Ct. Although adjusting L is also an option, it is less practical than a variable capacitor

and usually requires winding of a new coil. Another inconvenience is the physical

restriction on the coil size due to the confined space within the magnet bore and the

coil’s function as a sample holder.

However, finding the right tuning frequency is not the only requirement on the

NMR tank circuit. In order to get the most power delivered to the sample and the

most signal returned from the sample without reflection, the impedance of the tank

circuit must match the 50Ω cable attached to the spectrometer. To meet this require-

ment, Cm is included in the two configurations shown in Figure 2.1. By requiring

impedance matching at the desired resonant frequency, the exact values of Ct and Cm
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Figure 2.1: High frequency tank circuit for resonant frequencies > 100 MHz and low
frequency tank circuit for resonant frequencies < 100 MHz. The sample is placed in
the inductor, L. Typical values of L fall in the range ∼ 10−100 µ-Henries depending
on coil size and number of turns. Typical values of Ct and Cm range from ∼1-200pF
and resistance, r, is . 5Ω.

for the two circuits can be calculated directly.

High Frequency: Ct =
Lω +

√
(50Ω− r)r

ω (L2ω2 − (50Ω)r + r2)
(2.1)

Cm =
1− r

50Ω

ω
√

(50Ω− r)r (2.2)

Low Frequency: Ct =
Lω −√ r

50Ω
(L2ω2 − (50Ω)r + r2)

ω (L2ω2 + r2)
(2.3)

Cm =

√
r

50Ω

ω
√
L2ω2 − (50Ω)r + r2

(2.4)

Perhaps more useful are the following approximations for r � ωL, which is generally
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true for our coils.

High Frequency: Ct ≈ 1

ω
√
r(50Ω)

(2.5)

Cm ≈ 1

ω2L− ω√r(50Ω)
(2.6)

Low Frequency: Ct ≈ 1

ω2L
(
1 +

√
r

50Ω

) (2.7)

Cm ≈
√

r
50Ω

ω2L
(2.8)

For our tank circuits, the typical range of values is . 5Ω for r, 10 ∼ 200 MHz for

the resonance frequency ω
2π

, and 10 ∼ 100 µ-Henries for L. By adjusting the tuning

capacitor, Ct, the frequency of the circuit can be tuned, while the matching capacitor,

Cm, is adjusted to keep the impedance of the circuit at 50Ω. The variable capacitors

we use range from 2-25 pF. If the circuit requires a capacitance outside this range,

fixed capacitors are used in series or parallel to reach it. The high frequency circuit,

with Ct and L in series, is typically used for resonance frequencies > 100 MHz. Below

100 MHz, the low frequency circuit, with with Ct and L in parallel, is often used. In

practice, this division is only a guideline and choosing the best circuit is done through

trial and error.

2.3 Superconducting Magnet

A large, homogeneous and stable external magnetic field is required for high resolution

solid state NMR experiments. High fields offer larger nuclear spin polarization and

therefore better signal to noise. The field must also be homogeneous. Observing the

signal from a sample often requires a field that varies less than one part per million

(ppm) over the sample volume. If the large external field is too inhomogeneous, it will
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obscure the smaller field variations arising from the sample. The natural line width,

which is a measure of these local fields, can be drowned out if there are significant

spatial and temporal field fluctuations over the duration of the experiment, which in

some cases may take several hours.

To meet these restrictions, a superconducting magnet run in persistent current

mode was used. The experiments in this dissertation were conducted on an Oxford

Instruments Teslatron type II superconducting magnet with an 88 mm wide bore.

Most experiments were run at the maximum field of 12 Tesla at room temperature,

with a field drift < 0.01 ppm/hour.

To achieve a such a stable field, first the magnet is slowly energized to the desired

strength, plus an overshoot of 0.017 Tesla as suggested by the manufacturer. After a

20 minute wait period the superconducting magnet is brought down to the intended

field and left in persistent current mode. This guarantees a drift rate < 0.1 ppm/hour.

After changing the field strength, the drift is monitored by recording the signal from

a deuterium sample over the next 10+ hours. Over this time period the field should

settle to a stable value. For most of our experiments, the drift rate is much lower

than 0.1 ppm/hour since the field typically stabilizes to ∼ 5 ppb/hour after several

days of keeping the superconducting magnet in persistent current mode.

Once the field is stable to < 0.1 ppm per hour, then the spatial field homogeneity

can be improved. Through a process called “shimming,” an extremely homogenous

field across a volume of ∼ 1 cm3 can be achieved. During the shimming process,

the field strength as a function of position is measured using an ∼ 1 mm3 deuterium

droplet. By measuring the NMR signal from the droplet in different positions within

the magnet, a spatial profile of the field can be mapped.

The gradients found in the initial field mapping are minimized by turning on

currents that flow through a set of smaller superconducting coils. These pre-installed
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shim coils control the ∂
∂z

, ∂2

∂z2
, ∂
∂x

, ∂
∂y

, ∂2

∂x2 , ∂2

∂y2
and ∂2

∂x∂y
gradient fields. To properly

calibrate the gradient coils, the current through a single coil is set to a specified value

and the field profile remeasured. This process is repeated for all the shim coils to

determine each coil’s contribution to the overall field at a given current strength. From

these measurements, the appropriate current settings to counteract the inhomogeneity

of the field created by the large superconducting solenoid are calculated and applied.

By carefully and painstakingly shimming the magnet, we can typically achieve < 0.2

ppm magnetic field homogeneity over a ∼ 1cm3 volume at the field center.
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Chapter 3

NMR Measurements and

Unexpected Spin Echoes

Having reviewed the basic physics and tools used in NMR, we can address some of

the initial questions that led us to discover the new spin echo phenomena that are the

focus of this dissertation. The current chapter reviews the most salient experimental

inconsistencies with theory that began this project and the subsequent work probing

the source of the disagreement. This large body of work, detailed in the dissertations

of Dr. Anatoly Dementyev [2], Dr. Dale Li [4], and Dr. Yanqun Dong [5] will be

briefly summarized here, highlighting the important advances in our understanding

in the phenomenon and my personal efforts to support this investigation.

3.1 Unexpected Echoes

Over the past 60 years, NMR has matured into a sophisticated tool for the control

and characterization of spin decoherence. For this reason, nuclear spins have became

an an attractive system for implementing quantum computation [1, 17, 18, 19]. In

particular, given the existing infrastructure of the semiconductor industry, spins in
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Figure 3.1: Two NMR experiments to measure T2 in 29Si in a crushed powder of
Silicon doped with Phosphorus (3.94 × 1019 P/cm3). Hahn echo peaks (dots) are
generated with a single π-pulse. The CPMG echo train (lines) are generated with
multiple π-pulses spaced with delay 2τ = 592µs. Normalization is set by the initial
magnetization after the first 90X pulse. Data taken at room temperature in a 12
Tesla field. From reference [24].

semiconductors seemed particularly promising as a scalable system [1, 20, 21, 22]. For

many of these proposals the spin dynamics of 29Si are important, whether the silicon

nuclei play the central role as qubits [22] or rather, contribute to the decohering

background environment of other qubits [1, 20, 21]. To support these efforts, our

group intended to measure the spin-spin relaxation time, T2, in silicon doped with

phosphorus. In doing so, we were met with many startling results [2, 4, 23, 24].

Using two standard methods of measuring T2 [10, 14], we were surprised not only
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that they did not agree, but also that one method showed measurable 29Si NMR

signals out to much longer times than theoretically expected. The results of both

methods, shown in Figure 3.1, are clearly very different.

In order to discuss the two methods of measurement, why they should agree, as

well as some of the other unexpected behavior, a review the relevant Hamiltonian

describing the system is needed.

3.2 Internal Hamiltonian

For a system of N spin-1
2

nuclei in an external magnetic field, like the 29Si nuclear

system shown in Figure 3.1, we found that the relevant spin Hamiltonian in the lab

frame, Hlab, has the form [2, 9, 10, 25]

Hlab = Hlab
Z +Hlab

d (3.1)

where Hlab
Z is the Zeeman Hamiltonian and Hlab

d is the dipolar Hamiltonian.

3.2.1 Zeeman Hamiltonian

In the lab frame, the Zeeman Hamiltonian has the form

Hlab
Z =

N∑
i=1

−γ~(B0 + δBi)Izi (3.2)

where B0 is the large external field and δBi is the small Zeeman shift at nuclear

site i due to spatial magnetic inhomogeneities. In the rotating frame defined by

the Larmor precession frequency, ω0 = γB0, the Zeeman Hamiltonian reduces to a

term that contains only the small Zeeman shift, Ωzi = −γ~δBi. For the systems

appropriate to the model presented in later chapters, Ωzi is the same for a large
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number of neighboring spins. This allows us to drop the index i from the Zeeman

shift term. The simplified Zeeman Hamiltonian in the rotating frame is given by

HZ =
N∑
i=1

ΩzIzi = ΩzIzT (3.3)

where IzT =
∑N

i=1 Izi is the total Iz spin operator.

3.2.2 Dipolar Hamiltonian

In the lab frame, the magnetic interaction between neighboring spins µi and µj is

described by the full dipolar Hamiltonian,

Hlab
d =

N∑
i=1

N∑
j>i

[
~µi · ~µj
|~rij|3 −

3 (~µi · ~rij) ( ~µj · ~rij)
|~rij|5

]
. (3.4)

Writing the Hamiltonian in spherical coordinates and using the raising and lowering

operators I± for two like spins (i.e. γ1 = γ2 and N = 2) gives

Hd =
γ2~2

r3
(A+B + C +D + E + F ) (3.5)

where the terms in the so-called dipolar alphabet [9, 10, 25] are defined as

A = I1zI2z(1− 3 cos2 θ)

B = −1

4

(
I+

1 I
−
2 + I−1 I

+
2

)
(1− 3 cos2 θ)

C = −3

2

(
I+

1 I2z + I1zI
+
2

)
sin θ cos θe−iφ

D = −3

2

(
I−1 I2z + I1zI

−
2

)
sin θ cos θeiφ

E = −3

4
I+

1 I
+
2 sin2 θe−i2φ

F = −3

4
I−1 I

−
2 sin2 θei2φ.

(3.6)
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In the rotating frame, the terms proportional to eiφ and ei2φ will oscillate rapidly at

ω0 and 2ω0 and effectively average to zero. From a quantum mechanical standpoint,

terms A and B connect degenerate energy states, while terms C, D, E and F contain

off diagonal matrix elements that connect states differing in energy by ~ω0 and 2~ω0.

The transition probabilities between the off diagonal matrix elements are so low it is

an excellent approximation to ignore these terms [9, 10]. Dropping these latter terms

gives the secular dipolar Hamiltonian

Hzz =
N∑
i=1

N∑
j>i

Bij

(
3IziIzj − ~Ii · ~Ij

)
(3.7)

where the dipolar coupling constant, Bij, is defined as

Bij =
1

2

γ2~2

r3
ij

(
1− 3 cos2 θij

)
. (3.8)

The position vector between spins i and j is given by ~rij and θij is the angle between

~rij and ~B0. This secular form of the dipolar coupling, which commutes with HZ , is

the form used throughout the remainder of this dissertation.

The form of the internal spin Hamiltonian in the rotating frame is given by

Hint = HZ +Hzz. (3.9)

Using the rotating frame expression of Hint in equation (1.18) gives the density matrix

ρ(t) = e−
i
~ (ΩzIzT +Hzz)tρ(0) e+ i

~ (ΩzIzT +Hzz)t (3.10)
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where we identify the time evolution operators

U = e−
i
~ (ΩzIzT +Hzz)t (3.11)

UZUzz = e−
i
~ ΩzIzT te−

i
~Hzzt. (3.12)

These expressions will be useful later in analyzing the effect of pulses on the evolution

a dipolar spin system.

3.3 Delta Function Pulse Approximation

When rf pulses are applied, the Hamiltonian has the more complicated form

Htot = Hint +HPφ (3.13)

= ΩzIzT +Hzz +HPφ (3.14)

where

HPφ = −~ω1IφT (3.15)

for an rf pulse with strength ω1 = γB1 and pulse phase φ. In general, [Hint,HPφ ] 6= 0,

so it convenient to work in the regime HPφ � Hint, where the the pulse strength

is much larger than the spectral line width. Then the Hamiltonian can be simply

approximated as HPφ when pulses are applied, as described below.

The rotation rate depends on the pulse strength ω1, the rotation angle is controlled

by setting the pulse duration and the pulse phase φ defines the axis of rotation. For

a 180◦ pulse, the pulse time, tp, must satisfy π = ω1tp. For strong pulses where

HPφ � Hint is satisfied, the delta function pulse approximation, which takes the

limit tp → 0 while ω1 →∞, is conventionally made [9, 10, 13, 25, 26]. The effect on
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the system is a rotation of the form

Rφ = eiπIφ (3.16)

which is an instantaneous, pure rotation. For delta function π-pulse rotations, the

Zeeman Hamiltonian is perfectly inverted (ΩzIzT → −ΩzIzT ) while the bilinear dipolar

coupling Hamiltonian, which has terms like IziIzj → (−1)2IziIzj , is left unaltered for

φ lying in the x-y plane.

The effect of a delta function π-pulse on the time evolution operator in equation

(3.11) can be shown more rigorously by the transformation

RφURφ
−1 = eiπIφe−

i
~ (ΩzIzT +Hzz)te−iπIφ (3.17)

RφUZ(Rφ
−1Rφ)UzzRφ

−1 = eiπIφe−
i
~ ΩzIzT t

(
e−iπIφe+iπIφ

)
e−

i
~Hzzte−iπIφ (3.18)

U−1
Z Uzz = e+ i

~ ΩzIzT te−
i
~Hzzt. (3.19)

3.4 Measuring T2

With these concepts in mind, we can return to the discrepancy shown in Figure 3.1

and why we would expect the two methods to agree.

3.4.1 Hahn Echo Two Pulse Sequence

The first method for measuring T2 is the Hahn spin echo [27]. The schematic in

Figure 3.2 shows the general pulse sequence,

90φ1 − τ − 180φ2 − τ − echo.
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Figure 3.2: A. Hahn echo pulse sequence: 90φ1−τ−180φ2−τ−echo. The initializing
π
2
-pulse brings the spins into the transverse plane where they begin to dephase, result-

ing in a free induction decay (FID). Applying a π-pulse causes the spins to rephase,

resulting in a spin echo. B. Two representative spin clusters with ~B = ~B0 ± δ ~B
due to local field inhomogeneities will accumulate a Zeeman phase angle given by
θ = ±Ωz

~ t. The sign of Ωz is reversed by the π-pulse, causing spins to rephase and
a spin echo to appears at the point where the Zeeman phase lines cross. C. A pic-
torial representation of the Zeeman dephasing that occurs after the π

2
-pulse, and the

rephasing that occurs after the the π-pulse. Each arrow represents a spin cluster with
the same value of Ωz.
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The pulse is represented by the angle of rotation with the pulse phase as a subscript.

The first pulse, a 90◦ pulse along the φ1 direction, brings the spins from their equi-

librium position along the z-axis into the x-y plane where they begin to precess. As

groups of spins precess at slightly different rates according to the local fields they

experience, they will tend to drift away from each other. Each arrow in Figure 3.2C

represents a large cluster of spins with a slightly different precession frequency, Ωz
~ .

As the spins get out of step with one another, the total magnetization will decay away

with a characteristic time T ∗2 . This so-called free induction decay (FID) is observed

immediately after the 90◦ pulse. Figure 3.2B follows the Zeeman phase of just two

spin clusters with ±Ωz. As free evolution progresses, the spin clusters accumulate a

net Zeeman phase angle, θ = ±Ωz
~ t, which is shown pictorially in Figure 3.2C.

After a free evolution period of duration τ , a single π-pulse is applied. For a

delta function rotation, the sign of the Zeeman term is reversed, while the bilinear

dipolar term is left unchanged. In the second time interval, the system develops under

the negative of the original Zeeman Hamiltonian, effectively undoing the Zeeman

dephasing that occurred in the first time interval. In the absence of any dipolar

interaction, the emerging spin echo will have the same magnitude as the initial FID. In

practice, some coherence is lost due to the dipolar coupling that cannot be refocused

by the π-pulse, making the Hahn echo experiment a good tool for measuring the

decohering effect caused by spin-spin interactions. By varying the length of time τ

between the two pulses and measuring the height of the resulting spin echo, a dipolar

decay curve can be measured. The green points in Figure 3.1 were acquired one data

point at a time using the Hahn echo experiment.
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3.4.2 Carr-Purcell-Meiboom-Gill Multiple π-Pulse Sequence

An alternative method for measuring T2 decay is the Carr-Purcell-Meiboom-Gill

(CPMG) experiment [28, 29] shown in Figure 3.3. This experiment, written as

90X − τ − {180Y − τ − echo− τ}n ,

applies a train of equally spaced π-pulses to the system. The block in brackets is

repeated n times producing n spin echoes in a single experiment. For n = 1, the

sequence is identical to the Hahn echo experiment. Each π-pulse reverses the sign of

the Zeeman Hamiltonian from one 2τ free evolution period to the next. Under the

delta function pulse approximation, a π-pulse has no effect on the dipolar coupling

term regardless of the number of pulses used. This effectively cancels out the action

of HZ on the spin system, leaving a T2 decay curve due only to Hzz. As long as there

are no diffusive dynamics at play [10, 28, 30], as in liquids, the multiple pulse CPMG

experiment should give an identical decay curve as the Hahn echo experiment.

This argument can also be demonstrated using the density matrix. For the CPMG

experiment, the density matrix has the form

ρ(t) = {URyU}n ρ(0)
{U−1Ry

−1U−1
}n

(3.20)

where U = UZUzz is the unitary operator in equation (3.11) for free evolution and

ρ(0) is the state of the density matrix after the initializing π
2
-pulse.

From the set of equations (3.17)-(3.19), the effect of π-rotations on the free evo-
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Figure 3.3: A. The CPMG experiment: 90X − τ − {180Y − τ − echo− τ}n. The
decay in the spin echo height is a measure of T2. B. The Zeeman phase angle of two
representative spin clusters with precession frequency ±Ωz

~ . The sign of Ωz is reversed
at each π-pulse causing spins to rephase. A spin echo appears at the point where the
Zeeman phase lines cross.

lution unitary operators can be written as

RyUZRy
−1 = UZ−1 (3.21)

RyUzzRy
−1 = Uzz (3.22)

Using these expressions in equation (3.20), the density matrix can be simplified to

ρ(t) = {UZUzzRyUZUzz}n ρ(0) {inv}n (3.23)

=
{UZUzzRy

(Ry
−1Ry

)UZUzz (Ry
−1Ry

)}n
ρ(0) {inv}n (3.24)

=
{UZUzzUZ−1UzzRy

}n
ρ(0) {inv}n (3.25)

= (Uzz)2n (Ry)
n ρ(0)

(Ry
−1
)n (Uzz−1

)2n
(3.26)
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where {inv} is the inverse of the operators to the left of ρ(0). If the initializing

π
2
-pulse is along x̂, then ρ(0) = Iy and (Ry)

n ρ(0)
(Ry

−1
)n

= ρ(0) since rotations

about ŷ have no effect on Iy. In the delta function pulse approximation, each of the

n repeating blocks lasts a time 2τ giving a total elapsed time t = 2nτ . Using these

facts, the density matrix further simplifies to

ρ(t) = Uzz(t)ρ(0)Uzz−1(t) (3.27)

where the time evolution operator for the CPMG experiment is simply Uzz(t) =

e
i
~Hzzt.

Under the delta function pulse approximation, the density matrix evolves only un-

der the dipolar Hamiltonian, independent of the Zeeman shift spread or the number

of applied pulses. For n = 1, the density matrix is equally valid for the Hahn echo

experiment. From equation (3.27) we would expect that a spin system subject to the

Hahn Echo and CPMG experiments would evolve under the same dipolar Hamilto-

nian. However, an extended coherence time was found not only in the 29Si sample

shown in Figure 3.1 and other silicon samples [2], but in very different dipolar solids

like 13C in C60, 89Y in Y2O3, and electrons in Si:P[3, 22, 31, 32].

3.5 More Unexpected Echoes with Multiple Pulse

Experiments

The analysis of the previous section showed that within the delta function pulse

approximation, the Hahn echo experiment and the CPMG experiment from Figure

Figure 3.1 should agree, although they clearly do not. Even more disconcerting was

the fact that this was only one of several surprising experimental results using multiple
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pulse sequences on a variety of dipolar solids.

3.5.1 Even-odd Effect

In multiple pulse experiments on dipolar solids where long-lived echoes are observed

beyond T2, spin locking is often first to be to blamed. Continuous wave (cw) spin

locking occurs when an initializing 90◦ pulse is followed by a transverse rf field aligned

in the same direction as the freshly rotated spins. The field locks the spins along this

axis in the rotating frame, although they still decay with a time constant T1ρ [10, 25].

Spin locking can be done intentionally using a continuous rf field, but can also occur

in multiple pulse experiments where τ < T2 [33, 34, 35, 36]. In pulsed spin locking,

the closely spaced pulses generate a time averaged field that can lock the spins in

place, preventing free evolution in the transverse plane1.

In our earliest experiments, there was concern that the π-pulses were somehow

holding the magnetization along the measurement axis and producing the long tail

shown in the CPMG experiment in Figure 3.1. To reduce the possibility of spin

locking, the time delay 2τ between pulses was increased. However, increasing the

pulse spacing between the pulses revealed another strange effect. As the spacing was

increased, an unevenness in the decay of the echo envelope was observed. For the

longest delays between pulses, a pattern developed showing even numbered echoes

that were larger in magnitude than the previous odd echo [2, 3, 4].

From the discussion in Section 3.4.2, one would expect the echo peak heights to

decay under only the dipolar hamiltonian since Zeeman dephasing is undone by the

π-pulses. Therefore, it is particularly startling to observe echoes that are larger in

1While the long lived CPMG spin echoes from Figure 3.1 resemble the pulsed spin locking ex-
periments, the theoretical explanation of CPMG long-tail effect is quite different. In the following
chapter, it will be shown that the key to explaining the long-lived magnetization is not found in the
time-averaged effective Hamiltonian (H̄(0)), but rather the first order term in the Magnus expansion
(H̄(1)).
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Figure 3.4: CPMG echo trains of 29Si in Si:P (3.94 × 1019 P/cm3) with three time
delays between π pulses. A. 2τ = 592 µs, B. 2τ = 2.192 ms and C. 2τ = 9.92 ms. For
comparison, T2 = 5.6 ms in silicon as measured by the Hahn echoes and as predicted
by the delta-function pulse approximation. Data taken at room temperature in a 12
Tesla field. From reference [4, 24].
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magnitude than echoes that occurred previously.

3.5.2 Pulse Sequence Sensitivity

Implicit in the Hahn Echo analysis in Section 3.4.1 is the freedom to chose the pulse

phase of the π-pulses. This is also true for multiple π-pulse experiments, so we define

the set of multiple π-pulse experiments

CP: 90X − {X,X}n

APCP: 90X − {X,X}n

CPMG: 90X − {Y, Y }n

APCPMG: 90X − {Y , Y }n

where {φ1, φ2} is short hand for

{τ − 180φ1 − 2τ − 180φ2 − τ} (3.28)

and X and Y indicates rotations along −x̂ and −ŷ, respectively. The spin echo is

acquired during each 2τ free evolution period. The Carr-Purcell (CP) sequence [28]

utilizes a repeating π-pulse along the x̂ direction, while the previously introduced

Carr-Purcell-Meiboom-Gill (CPMG) experiment [29] features π-pulses along the ŷ

direction. The alternating phase (AP) versions of these two multiple pulse sequences

flip the sign of the π-pulse from one pulse to the next. For the CP and APCP pulse

sequences using x-phase π-pulses, spin echoes form along the ŷ and −ŷ directions

[14]. For CPMG and APCPMG, spin echoes form only along ŷ.

Within the delta function pulse approximation, all four of these pulse sequences

should result in the same decay envelope. However, as Figure 3.5 shows, in physical
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Figure 3.5: NMR pulse sequence sensitivity in Silicon doped with Antimony (Si:Sb,
2.75 × 1017 Sb/cm3) at room temperature. The four pulse sequences with different
π-pulse phases, (Top Left) CP, (Top Right) CPMG, (Bottom Left) APCP, (Bottom
Right) APCPMG are shown. 2τ = 72 µs and Bext = 11.74 Tesla. From reference
[4, 24].
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experiments the pulse sequence sensitivity (PSS) is quite dramatic. Signal in the CP

and APCPMG experiments quickly decay to zero, while APCP and CPMG show long-

lived coherence. Although the condition for strong pulses is satisfied (HPφ � Hint),

we cannot explain the difference between these four experiments within the delta

function pulse approximation. The PSS in Figure 3.5 was a strong indicator that the

π-pulses were at the root of the unexpected spin echoes and that a breakdown of the

delta function approximation was occurring for these multiple π-pulse experiments.

3.6 Beyond the Delta Function Approximation

Under the delta function pulse approximation, instantaneous π-pulses should have

no effect on the transverse relaxation time of dipolar solids. For strong pulses where

HPφ � Hint is satisfied, multiple π-pulse experiments should only refocus the spread

in Zeeman shifts, while the measurable signal decays under the dipolar Hamiltonian.

However, we found in the previous set of experiments that this was not the case.

In this section, we present our attempts to find the reason for this deviation and how

these investigations lead to the theoretical model we use in later chapters.

3.6.1 Experimental Sources

As a first step in understanding the behavior, our group focused its efforts on the

possible experimental and sample dependent sources of the unexpected behavior. A

large body of work went into exploring extrinsic effects and minimizing experimen-

tal imperfection in our experiments. The breadth of these explorations, detailed in

reference [3] and Dr. Dale Li’s thesis [4], involved extensive studies of pulse tim-

ings, rf field homogeneity, rf field strength, phase transients, and composite pulse

sequences to reduce pulse error. Despite all the improvements made over the course
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of these experiments, the long CMPG tail and PSS remained and could not be linked

to experimental imperfections.

In addition to these studies, our group also investigated extrinsic effects that

could arise from the material properties of the sample itself. These included studies

exploring possible dependence on temperature, spin natural abundance, and a variety

of dipolar spin environments [3, 4]. These experiments gave strict constraints on the

finite pulse simulations described later in this chapter and the theoretical model used

throughout this dissertation. The following experiments are two of the contributions

I made in this effort.

Single Crystal Measurements

Most samples tested in these initial experiments were ground into fine powders to

minimize the effects of skin depth. Due to the small magnetic susceptibility of silicon

[37], each powdered particle would have a slightly different internal field dependent on

its individual shape and size. The crushed sample also allowed a random orientation

of the lattice within each powdered particle with respect to ~B0, giving a distribution

of dipolar coupling constants. This leads to magnetic susceptibility broadening and

a widened spectral line.

By using a single crystal of Si:Sb (2.75 × 1017 Sb/cm3) as the sample, these line

broadening effects would be removed. The single crystal also gives a discrete subset of

dipolar coupling constants, depending on the crystal orientation to the large external

field. Figure 3.6A shows the spectrum of a single crystal of Si:Sb with the (110)

axis oriented along ~B0 (red spectrum). The small peaks at the foot of the central

peak are due to the dipolar coupling of nearest neighbors. The simulation in blue,

done by Kenny McKlean, convolves the magnetic susceptibility broadening for the

single crystal in the orientation shown in the inset with the dipolar lineshape. The
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Figure 3.6: NMR data in a single crystal of Si:Sb (2.75 × 1017 Sb/cm3) oriented

with the (110) axis along ~B0. A. NMR spectrum (red) compared to a 6-spin dipo-
lar coupling calculation by Kenneth McKlean that includes magnetic susceptibility
broadening and skin depth due to the crystal shape. FWHM = 110Hz. B and C.
CPMG echo trains for (B) 2τ = 2.1 ms and (C) 2τ = 5.2 ms. The longer τ spacing
shows the even-odd effect. [24]
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calculated spectrum, with a FWHM = 110 Hz, is a good fit to the measured spectrum.

Also shown are CPMG experiments (Figure 3.6B-C) performed on the single crystal

for different τ values, which exhibit the long tail effect and PSS.

These experiments demonstrate that, although the spectral line shape is well

understood, the unexpected behaviors still persist. This sample also allowed us to

confirm some constraints on the relevant Hamiltonian. The small spread in Ωz over a

macroscopic sample supports the assumption stated in Section 3.2 that a microscopic

cluster of N ≤ 10 spins could be assumed to have essentially the same local field.

Adamantane Experiments

For the small adamantane molecule (C10H16), the dipolar coupling between protons

dominates the Zeeman broadening over a macroscopic powder sample. Knowing that

the dipolar coupling was a key element in the long tail phenomenon under investiga-

tion, we wondered what behavior would result in a sample where Ωz ∼ 0 compared

to the dipolar coupling.

To quell the fears that pulse errors were contributing to the anomalous behavior,

some unusual steps were taken to approach ideal experimental conditions in this

sample. While many NMR experiments typically use a 100% filling factor to obtain

the most signal, this sample was restricted to a tiny fraction of the coil (∼ 0.35%),

making the pulse angle very uniform over the entire sample. The rf field strength was

set to approximately ten times the adamantane line width1 and resistors were added

to the NMR tank circuit to lower the quality factor, Q, in order to suppress phase

transients. Although lowering Q reduced signal-to-noise even more, it allowed the

resonant circuit to follow the step-up and step-down of the rf power at the beginning

and end of the pulses much more closely, greatly reducing the influence of transients.

1Since adamantane has a large FWHM compared to previous samples, we were not able to reach
our normal operating range of B1/FWHM� 10 within the limitations of our spectrometer.
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Figure 3.7: Proton (H1) NMR spectrum at room temperature for the adamantane
powder sample (C10H16) studied in Figure 3.8. The inset shows the relative size of
the NMR sample and the available coil volume. The sample is restricted to a 0.35%
filling factor. FWHM ∼ 13 kHz, ω1

2π
∼ 143 kHz.

Figure 3.7 shows the adamantane spectrum for this particular sample and a scaled

diagram comparing the sample size to the available coil size.
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Figure 3.9: Pulse sequence sensitivity in H1 NMR in adamantane (C10H16). CP,
CPMG, APCP, APCPMG data of H1 NMR in adamantane using the same sample
and tank circuit as Figure 3.7, but not identical conditions (smaller ω1 and larger
cycle time tc). H1 linewidth ∼ 13, ω1
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∼ 114 kHz, τ = 7µs, T = 300K, B0 = 12Tesla.
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Figure 3.8 shows CPMG experiments on adamantane in this near ideal sample.

For large enough τ , the CMPG echo train decays quickly due to dipolar coupling. As

τ is decreased and more pulses are applied, the fast decay due to the dipolar coupling

is replaced by a long tail in the CPMG echo train. Pulse sequence sensitivity is also

observed in the same sample under slightly different conditions as shown in Figure

3.9.

Because of the unusual steps to prevent experimental artifacts, these sets of ex-

periments were strong support that the unexpected behavior was not the result of

pulse error or other extrinsic sources. Additionally, the large dipolar coupling in this

sample with negligible Zeeman shift supported our belief that the observed anoma-

lous behavior was primarily due to the dipolar coupling acting in conjunction with

the pulse rf field term when many pulses are applied.1

3.6.2 Exact Calculations for Finite Pulses

In parallel with these experiments, the exact evolution of the density matrix was

calculated numerically using the appropriate Hamiltonian with realistic experimental

parameters. Having observed anomalously long spin coherence times in many different

samples and carefully calibrating and measuring our pulses [3], we felt confident in

the parameters to use in exact calculations.

Observing nearly identical CPMG long tail behavior in a variety of silicon samples

with different dopant concentrations and different dopant types [2], as well as in dif-

ferent dipolar solids like 13C in C60 and 89Y in Y2O3 [3], was strong empirical evidence

that the errant spin evolution was connected to the homonuclear spin-spin coupling.

These experiments put strong constraints on the relevant form of the Hamiltonian in

these samples. Specifically, the internal Hamiltonian need only include the Zeeman

1This was later confirmed by many simulations using Ωz = 0 that showed the long tail and PSS
behavior [4, 5].
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and dipolar coupling terms,

Hint = ΩzIzT +Hzz. (3.29)

When pulses are applied, we no longer drop Hint even though it is true that HPφ �
Hint. During a pulse, the full Hamiltonian then has the form

Htot = ΩzIzT +Hzz − ~ω1IφT (3.30)

where the pulse time tp and ω1 are set by the pulses used. If the delta function pulse

approximation is no longer made, what effect does Hint have during a strong pulse

with finite strength and non-zero duration?

To answer this question, a full density matrix calculation can be done to deter-

mine the observable 〈Iy(t)〉. Figure 3.10 shows exact calculations for the four pulse

sequences from Section 3.5.2 on the silicon lattice using the actual experimental pa-

rameters. For a single disorder realization (DR), the 29Si lattice is randomly populated

with spins according to its 4.67% natural abundance and is randomly oriented to the

large external field [24]. For each DR, Ωz is drawn from a Gaussian distribution with

the FWHM of the realistic Zeeman spread. The full simulation show in Figure 3.10

is calculated for N = 7 spins, averaging over 1000 DRs.

For comparison, Figure 3.10 also shows the experiments these simulations aim

to reproduce and as well as simulations for delta function π pulses (in black) which

turns off the Zeeman and dipolar terms when pulses are applied. Unfortunately,

when using the realistic experimental parameters in the simulations, the signal decay

appears close to the decay curves calculated for delta function π pulses, rather than

the experimental results. It was, in fact, not all that surprising to see how close these

simulations were to the delta function pulse approximation since the pulse strength
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Figure 3.10: (a,c) 29Si measurements in Si:Sb with the four phase choices from Section
3.5.2. (b,d) N = 7 simulations for the same experimental conditions: tp = 14µs,
τ = 36µs and ω1

2π
= 35.7 kHz in a 11.75 Telsa field at room temperature. For each

of the 1000 disorder realizations, Ωz/h is drawn from a 290 Hz FWHM gaussian and

typical dipolar couplings |B12|
h
≈ 44.5 Hz, |B17|

h
≈ 3.5 Hz). Inset (a) shows rapid decay

of CP data. Inset (b) shows distinction between CP and CPMG simulation. The
black dashed reference (a-d) sets Ωz = 0 and turns Hzz off during each pulse. From
reference [3].
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for these simulations and experiments is over 100 times the natural line width in this

sample.

However, these exact calculations did show a small effect in the right direction

(Figure 3.10 b and d), although the deviation was frustratingly small and did not

compare well to our experiments. Despite the obvious incongruity, there was some

consolation in the fact that the deviation showed the right trend and, more impor-

tantly, that the deviation came solely from the full Hamiltonian in equation (3.30)

acting during finite time duration of pulses. Since no pulse imperfections were as-

sumed in the simulations, these simulations showed that this effect, though small,

could come from the internal Hamiltonian itself.

3.6.3 Finding the Long Tail in Simulations

Taking inspiration from the exact calculations, we searched for ways to amplify this

effect in simulations. The first success came from inflating the dipolar coupling above

the natural 29Si coupling strength. We were first inspired to try this by the results in

1H NMR experiments on liquid crystal [5] since protons have a much larger dipolar

coupling strength. It was under these inflated dipolar coupling conditions that we

first saw simulations with behaviors similar to what was seen in experiments.

Figure 3.11 shows pulse sequence sensitivity in simulations where the dipolar cou-

pling strength is scaled up by a factor of 25 for the four pulse sequences CPMG,

APCPMG, CP and APCP. The simulations assume strong, but finite π pulses so

that both the internal Hamiltonian, Hint, and the rf field term, HPφ , act when pulses

are applied. Compared to Figure 3.10, these simulations show similar behavior to

the experiments; CPMG and APCP show a long tail, while CP and APCPMG decay

quickly to zero. It is important to emphasize again that no extrinsic imperfections

were assumed in the simulations. The pulse sequence sensitivity shown in Figure
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limit on the spread in Zeeman shifts is consistent with
the single crystal data (Fig. 17). Therefore, we conclude
that only Hint = HZ + Hzz is needed to produce the
static spectrum for this sample.

Figure 18 shows the CPMG echo train for two different
time delays τ taken during MAS. The top graph shows
that the echo train decays even more slowly than in the
static sample. Also, for very large inter-pi-pulse spacings,
as shown in the bottom graph, the even-odd effect is
not present. The absence of the dipolar coupling and
the dramatic changes in the observed CPMG echo trains
suggest that Hzz plays an important role in our static
NMR studies.

We conclude this section by stating that these studies
are by no means a complete study of all extrinsic effects
in NMR. They are, however, representative of the high
quality of the pulses that we use and the simple spin
Hamiltonian of the nuclei under study. These experi-
ments are near-optimal yet still exhibit the unexpected
behavior of multiple π pulse echo trains. From these
experimental results we can make concrete assumptions
about the real pulse P and the real free evolution V.

The experiments outlined in this section provide the
following constraints on any theoretical model that may
explain our results: (1) the relevant internal Hamiltonian
should contain only the Zeeman and dipolar Hamiltoni-
ans Hint = HZ +Hzz and (2) the pulses are strong and
address all spins equally, but they are not instantaneous.

V. TREATMENT OF FINITE PULSES IN
EXACT CALCULATION AND AVERAGE

HAMILTONIAN THEORY

In section II we demonstrated how instantaneous π
pulses allow the measurable coherence of the system to
evolve as if there were no pulses applied at all. Addi-
tionally, this measurable coherence should decay to zero
under the action of the dipolar Hamiltonian with time
constant T2.

However, in section III we reported experiments that
contradict these expectations, such as the sensitivity of
the echo train to the phase of the applied π pulses. Some
of these echo trains extend well beyond the expected T2

(CPMG, APCP) while others decay much faster (CP,
APCPMG).

Additionally, the experimental explorations of section
IV strongly suggest that extrinsic pulse imperfections are
not responsible for these large discrepancies. Our ob-
served effects are universal across many different samples
all connected by the same form of the dipolar Hamilto-
nian. Thus, only the Zeeman and dipolar Hamiltonians
are needed but the validity of the instantaneous π pulse
approximation must be reconsidered.

In this section, we calculate the exact evolution of the
density matrix by numerical means. The action of strong
but finite pulses under the simultaneous influence of the
dipolar Hamiltonian is the intrinsic effect that can lead
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FIG. 19: (Color online) Exact calculation using strong but
finite π pulses. Calculation uses parameters: N = 6 spins,
simulated pulse strength H1 = 40 kHz (tp = 12.5 µs), delay
between π pulses 2τ = 2 µs, dipolar coupling scaled by 25×
Bjk of 29Si, Zeeman shift Ωz/h drawn from a 3 kHz wide
Gaussian for each DR, and the disorder average is taken over
150 DRs. The full lineshape is 4 kHz, which is a convolution
of the pure dipolar line of 2.2 kHz and the Zeeman spread of
3 kHz. Compare these curves to the data of Fig. 6. CPMG
and APCP display long-lived tails while CP and APCPMG
decay to zero.

to the large discrepancies we have observed.

A. Exact Numerical Calculation With Strong
Finite Pulses

Since the delta-function pulse approximation has failed
to explain our results, we return to the exact form of the
pulse evolution operator from Eq. (9)

Pφ = exp
(
− i

!
(HZ +Hzz +HPφ

)tp

)
(23)

where HZ is the Zeeman Hamiltonian, Hzz is the secular
dipolar Hamiltonian, and HPφ

= −!ω1IφT
is the Hamil-

tonian form of an rf pulse applied for time tp along the
φ-axis in the rotating frame.

To model the evolution of a spin system after n pulses,
the relevant form of Eq. (1) becomes

ρ(t) = {UPφU}nρ(0){U−1P−1
φ U−1}n (24)

where the free evolution propagator is given by U =
exp(− i

! (HZ +Hzz)τ). From here, no approximations are
made. Instead, numerical diagonalization is used during
each Pφ and U to evaluate ρ(t) for the four pulse se-
quences that we consider.20,88

Figure 19 plots the exact calculation of 〈Iy1(t)〉 =
Tr{ρ(t)Iy1} [Eq. (15)] averaged over 400 disorder real-
izations (DRs) for the four pulse sequences CP, CPMG,
APCP, and APCPMG. These exact calculations have the

Figure 3.11: Exact calculations using strong but finite π pulses. Calculations use
parameters: N = 6 spins, simulated pulse strength H1 = 40 kHz (tp = 12.5 µs), delay
between π pulses 2τ = 2 µs, dipolar coupling scaled by 25×Bjk of 29Si, Zeeman shift
Ωz/h drawn from a 3 kHz wide Gaussian for each DR, and the disorder average is
taken over 150 DRs. The full lineshape is 4 kHz, which is a convolution of the pure
dipolar line of 2.2 kHz and the Zeeman spread of 3 kHz. CPMG and APCP display
long-lived tails while CP and APCPMG decay to zero. From reference [4, 24].

3.11 comes solely from the presence of the full Hamiltonian in equation (3.30) acting

during finite time duration of pulses.

Although it was a relief to find that altering these and other parameters in simu-

lations could produce behaviors reminiscent of the experiments [4, 5, 24], it was still

disconcerting that these simulations did not use realistic parameters for the silicon

lattice initially studied. Many simulations were done exploring the effect of these pa-

rameters [4, 5, 24], but did not help build an intuitive understanding of the behavior.

To find the underlying mechanisms causing the long tail and pulse sequence sensitiv-
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ity, an analytic description was needed. For this, we turned to average Hamiltonian

theory, introduced in the next chapter.
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Chapter 4

Average Hamiltonian Theory

Coherent averaging theory, now more commonly called average Hamiltonian theory,

has proven itself as a powerful tool in the analysis and development of high resolution

pulsed NMR [25, 26, 38]. Historically, average Hamiltonian theory was introduced as

a way to describe and help develop sequences aimed at selectively averaging out large

scale effects in favor of much smaller interactions of interest [26, 39, 40]. It allows the

experimenter to manipulate the effective Hamiltonian by her choice of pulse intensity,

direction and timing. It also allows the simple description of other NMR effects, such

as spin locking and magic echoes [42, 43], involving the application of long steady

pulses. Because it can provide a simplified picture of the evolution of a complex spin

system under the application of a repeating train of pulses, we hoped it could help

us gain some insight into the unexpected spin echo behavior in both experiments and

exact calculations described in Chapter 3.

In this chapter, we show how this analytic tool built to describe systems evolving

under the influence of a time-dependent periodic perturbation, will help us gain some

insight into the unexpected behavior of the last chapter. After a general introduction

to average Hamiltonian theory, we will apply this powerful tool to the four multiple

pulse experiments in question. Clues from exact simulations [3, 4, 5] showed that
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the source of the divergent behavior could be the finite duration of the pulses, where

the delta function approximation predicts that the four sequences should agree in the

limit of strong pulses. In this analysis, we will calculate the terms that are ordinarily

ignored in the strong pulse limit, and see if they can help explain the unexpected

behavior.

4.1 Averaging in the Interaction Frame

In those cases where the Hamiltonian separates naturally into two parts, such as

a time-dependent and a time-independent part or a larger scale term and a small

perturbative term, the interaction frame can be useful. The interaction frame is

an intermediate representation between the Schrodinger picture and the Heisenberg

picture, where the time evolution of the system is shared between the operators

and the quantum states. The Hamiltonian can be written as the sum of its time

independent and time dependent parts,

Htot = H0 +H1(t). (4.1)

The general time evolution operator is

Utot(t) = T exp

[
− i

~

∫ t

0

dt′Htot(t
′)

]
(4.2)

where T is the Dyson time ordering operator. In a suitable, carefully chosen inter-

action frame, the interesting part of a spin interaction (e.g. T2 relaxation) can be

preserved, while a trivial interaction (e.g. the Larmor precession) or unwanted inter-

action can be suppressed. In order to achieve the simplification, the effects of the two

parts of the Hamiltonian need to be separated. This is done by splitting the the time
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evolution operator into a product of two terms,

Utot(t) = U1(t)U0(t). (4.3)

The terms are defined as

U1(t) = T exp

[
− i

~

∫ t

0

dt′H1(t′)

]
(4.4)

U0(t) = T exp

[
− i

~

∫ t

0

dt′ H̃0(t′)

]
(4.5)

H̃0(t) = U−1
1 (t)H0U1(t) (4.6)

where H̃0(t) is the Hamiltonian in the time dependent toggling frame [13, 25, 38] or

interaction frame of H1. If we require that the time dependent Hamiltonian H1 is

periodic in time with period tc,

H1(t+ ntc) = H1(t) for n = 0, 1, 2, . . . (4.7)

and that H1 is cyclic, meaning that

U1(tc) = 1 (4.8)

then the perturbing Hamiltonian term H1 has no overall direct effect at the end of

one full cycle. In other words, H̃0 returns to its original value after each tc since

the toggling frame returns to its original orientation. This greatly simplifies the

time-evolution operator to a single exponential, provided that the system is observed

stroboscopically, only at intervals of tc. Using the Magnus expansion [44], the unitary
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operator can be written

Utot(ntc) = U0(tc)
n = exp

[
− i

~
H̄ntc

]
(4.9)

where H̄ is given by

H̄ = H̄(0) + H̄(1) + H̄(2) + . . . (4.10)

The first three terms of the average Hamiltonian expansion are

H̄(0) =
1

tc

∫ tc

0

dt H̃0(t) (4.11)

H̄(1) = − i

2~tc

∫ tc

0

dt2

∫ t2

0

dt1

[
H̃0(t2), H̃0(t1)

]
(4.12)

H̄(2) = − 1

6~2tc

∫ tc

0

dt3

∫ t3

0

dt2

∫ t2

0

dt1

{[
H̃0(t3),

[
H̃0(t2), H̃0(t1)

]]
+
[
H̃0(t1),

[
H̃0(t2), H̃0(t3)

]]}
.

(4.13)

Average Hamiltonian theory simplifies the time evolution operator from a product of

many Hamiltonian exponentials that may not commute, to a single exponential. An-

other advantage is that the terms in the average Hamiltonian are time independent,

and the sum of all the terms describe exactly the evolution of the density matrix

at multiples of the cycle time tc. Although the evolution is determined by a single

exponential operator, the disadvantage is that the exponent has an infinite number

of terms. Fortunately, under the right conditions, the exact expression can be ap-

proximated by the first few terms [10, 13, 26, 38]. In general, the complicated higher

order terms may add interactions that are unwanted, but these will have less and less

impact as tc is made smaller.
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4.2 Truncation of Internal Hamiltonians

Average Hamiltonian theory can also be useful in systems in which one part of the

Hamiltonian is much larger in scale and the other can be viewed as a perturbation. In

fact, the secular dipolar Hamiltonian in equation (3.7) is itself an average Hamiltonian

in the interaction frame of large Zeeman Hamiltonian, HZ [45]. As a simple example,

we can apply average Hamiltonian theory to a dipolar coupled system in a large

Zeeman field.

In the laboratory frame, the Hamiltonian of two dipolar coupled like-spins has the

form

H = HZ +Hd (4.14)

where

HZ = −~ω0(Iz1 + Iz2) (4.15)

Hd =
γ2~2

r3

(~I1 · ~I2

)
−

3
(
~I1 · ~r

)(
~I2 · ~r

)
r2

 . (4.16)

It was previously argued in Section 3.2.2 that in a frame rotating at ω0 the non-secular

dipolar terms C, D, E and F in equation (3.6) oscillate at the large frequencies ω0 and

2ω0 and can therefore be ignored. This argument can be made more rigorous using

average Hamiltonian theory. In an average Hamiltonian analysis, coherent averaging

takes place in the toggling frame of the dominantHZ term. In this frame, H̃d becomes

time dependent.

Following the formalism of Section 4.1, the time evolution operator is separated

into two parts.

Utot = UZUd. (4.17)
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In this case, since we are going into the toggling frame of the dominant Zeeman

Hamiltonian, HZ takes the place of the time-dependent external part of the Hamilto-

nian (H1 in equation (4.1)) while Hd takes the place of the small time-independent,

internal part of the Hamiltonian (H0 in equation (4.1)). The propagators are

UZ(t) = exp {i(Iz1 + Iz2)ω0t} (4.18)

Ud(t) = T exp

{
− i

~

∫ t

0

dt′ H̃d(t
′)

}
(4.19)

with

H̃d(t) = U−1
Z (t)Hd UZ(t). (4.20)

To express the full dipolar Hamiltonian in the toggling frame, we need the following

well-known relations

e−iIzϕIze
iIzϕ = Iz (4.21)

e−iIzϕI+eiIzϕ = I+e−iϕ (4.22)

e−iIzϕI−eiIzϕ = I−eiϕ. (4.23)

Rewriting the dipolar alphabet in equation (3.6) in the toggling frame and using

54



ϕ = ω0t in the above equations gives

Ã = I1zI2z(1− 3 cos2 θ)

B̃ = −1

4

(
I+

1 I
−
2 + I−1 I

+
2

)
(1− 3 cos2 θ)

C̃ = −3

2

(
I+

1 I2z + I1zI
+
2

)
sin θ cos θe−i(φ−ω0t)

D̃ = −3

2

(
I−1 I2z + I1zI

−
2

)
sin θ cos θei(φ+ω0t)

Ẽ = −3

4
I+

1 I
+
2 sin2 θe−i2(φ−ω0t)

F̃ = −3

4
I−1 I

−
2 sin2 θei2(φ+ω0t).

(4.24)

When Hd is sandwiched between U−1
Z and UZ , the last four terms pick up a periodic

time dependence while the first two terms remain time independent. The zeroth order

average Hamiltonian is then

H̄(0) =
1

tc

∫ tc

0

dt H̃d(t). (4.25)

Integrating over one period, tc = 2π
ω0

, gives the zeroth order average Hamiltonian.

All terms except Ã and B̃ average to zero, leaving the familiar expression for the

truncated dipolar Hamiltonian

H̄(0)
d =

1

2

γ2~2

r3
(1− 3 cos2 θ)(3I1zI2z − ~I1 · ~I2) (4.26)

which is easily scaled up for the N-spin system in equation (3.7). The requirement

for stroboscopic observation need not be so strict if tc is very small, corresponding to

a high field limit.
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4.3 Average Hamiltonian for Finite Pulses

Average Hamiltonian theory is particularly useful in analyzing and designing multiple

pulse sequences. Each pulse in the sequence rotates the toggling frame to a different

orientation. Between pulses, the system is allowed to freely evolve. During these

intervals, H̃0 remains constant but depends on the previous applied pulses. In this

way, multiple pulse sequences can be used as a tool to manipulate Hamiltonians and

the evolution of the systems they govern.

For the multiple pulse sequences of Section 3.5.2, the Hamiltonian has the time

dependent form

Htot(t) = HZ +Hzz − ~ω(t)IφT (4.27)

where ω(t) = ω1 during an applied pulse along φ and zero during free evolution. The

first two terms are taken as the time independent, internal Hamiltonian H0 = Hint =

HZ + Hzz, where HZ is the Zeeman Hamiltonian in equation (3.3) and Hzz is the

secular dipolar Hamiltonian in equation (3.7). The applied pulse term is the time

dependent external Hamiltonian, H1 = Hrf = −~ω(t)IφT . The spin operator lies in

the transverse plane and can be written IφT = cosφIxT +sinφIyT , although in practice

the pulse is typically applied along either the x- or y-axis.

In the case of infinitely strong pulses, Hint can be neglected in comparison to Hrf

when the pulse is on. For an infinitely strong pulse, Hrf produces perfect spin rota-

tions, while between pulses the density matrix develops under the time independent

Hint. This approximation is conventionally made whenever pulses are very strong

compared to the Zeeman line-width (ω1 � Ωz
~ ). Although we will not assume perfect

rotations in the following analysis, this strong pulse condition along with small enough

tc allows us to keep just the first few terms in the average Hamiltonian expansion in

equation (4.10).
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H̃Zφ1

H̃dφ2

H̃Zφ2

H̃dφ1

πφ2πφ1

Figure 4.1: The {φ1, φ2} multiple π-pulse sequence. Each cycle has a total length
tc = 4τ+2tp, where 2τ is the free evolution time between pulses and tp is the duration
of the pulse. Ui are the time evolution operators describing the different events in
the sequence. The toggling frame Hamiltonians, H̃Z and H̃d, for the free evolution
periods are identical for all four pulse sequences, {Y, Y }, {Y , Y }, {X,X}and {X,X},
but differ during the pulse events.

4.3.1 Toggling Frame Hamiltonians

Using the formalism outlined in Section 4.1, we can analyze the general repeating

π-pulse sequence, {φ1, φ2}, defined by equation (3.28) and shown in Figure 4.1. As

an example, for the {Y, Y } pulse block repeated n times, the total time evolution

operator for the system is

Utot = {U5P4U3P2U1}n (4.28)

where U1, U3 and U5 are the transformation operators during the free evolution periods

and P2 and P4 are both π-pulses along ŷ. It is important to note that all three terms

in equation (3.15) are retained during the pulse events since we are not using the

delta function pulse approximation.

The Hamiltonian is constant within each of the five events so that the toggling

frame Hamiltonians [equation (4.6)] during the different time intervals, ti, can be
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computed in a stepwise manner

H̃(t1) = U−1
1 Hint U1 (4.29)

H̃(t2) = U−1
1 P−1

2 HintP2 U1 (4.30)

H̃(t3) = U−1
1 P−1

2 U−1
3 Hint U3P2 U1 (4.31)

. . . .

Because of the time ordering operator in equation (4.4) for Urf (t) and the structure

of the interaction frame, the operators are applied to Hint in reverse time-ordering

and an opposite sense of rotation to find the toggling frame Hamiltonian.

During the first event, as well as the free evolution periods in the third and fifth

time interval, no pulse is applied so that Hrf = 0. From equation (4.4), it is clear

that U1 = U3 = U5 = 1 and the toggling frame Hamiltonian from equation (4.6) in

first time interval is just Hint = HZ +Hzz.

In the second interval, the unitary operator is

U1P2(t2) = P2(t2) = e+iIyω1t2 . (4.32)

We can apply this evolution operator to the two parts of Hint = HZ + Hzz one by

one. Using θ = ω1t2, the action of this evolution operator on HZ = ΩzIzT is

ΩzIzT → Ωz (IzT cos θ + IxT sin θ) . (4.33)

The action on the secular dipolar Hamiltonian,

Hd =
N∑
i=1

N∑
j>i

Bij

(
3IziIzj − ~I i · ~Ij

)
(4.34)
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is a bit more complicated. However, only the first term needs transformation since

the scalar ~I i ·~Ij is invariant under rotation. Under the action of P2(t2), the first term

transforms as

3IziIzj → 3
(
IziIzj cos2 θ + IxiIxj sin2 θ +

(
IziIxj + IxiIzj

)
cos θ sin θ

)
. (4.35)

Subtracting the scalar ~I i·~Ij = IxiIxj+IyiIyj+IziIzj from equation (4.35) and collecting

terms gives the dipolar Hamiltonian in the toggling frame

H̃d =
N∑
i=1

N∑
j>i

Bij

[
IziIzj

(
1
2

+ 3
2

cos(2θ)
)

+ IxiIxj
(

1
2
− 3

2
cos(2θ)

)
−IyiIyj + 3

2

(
IziIxj + IxiIzj

)
sin 2θ

]
(4.36)

= −1
2
Hyy +HS

y cos(2θ) +HA
y sin(2θ) (4.37)

where the following have been defined

Hyy ≡
N∑
i=1

N∑
j>k

Bij

(
3IyiIyj − ~Ii · ~Ij

)
(4.38)

HS
y ≡

3

2

N∑
i=1

N∑
j>k

Bij

(
IziIzj − IxiIxj

)
(4.39)

HA
y ≡

3

2

N∑
i=1

N∑
j>k

Bij

(
IxiIzj + IziIxj

)
. (4.40)

In the third interval, the system is again allowed to freely evolve, so we need only

make the transformation according to

U1P2(tp)U3 = P2(tp) = e+iπIy (4.41)

where ω1tp = π was used. Because the dipolar Hamiltonian is bilinear, it is not
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effected by this transformation while the Zeeman Hamiltonian picks up a minus sign.

H̃(t3) = −ΩzIzT +Hzz (4.42)

Continuing in this stepwise manner, the last two toggling frame Hamiltonians for the

remaining events in the {Y, Y } pulse sequence are

H̃(t4) = −Ωz (IzT cos θ + IxT sin θ)

− 1
2
Hyy +HS

y cos(2θ) +HA
y sin(2θ)

(4.43)

H̃(t5) = +ΩzIzT +Hzz. (4.44)

Table 4.1 summarizes these results for the {Y, Y } sequence.

To calculate the toggling frame Hamiltonians for the similar pulse sequences,

{Y , Y }, {X,X}, and {X,X} we introduce following terms analogous to those in

equations (4.38) - (4.40).

Hxx ≡
N∑
i=1

N∑
j>k

Bij

(
3IxiIxj − ~Ii · ~Ij

)
(4.45)

HA
x ≡

3

2

N∑
i=1

N∑
j>k

Bij

(
IyiIzj + IziIyj

)
(4.46)

HS
x ≡

3

2

N∑
i=1

N∑
j>k

Bij

(
IziIzj − IyiIyj

)
(4.47)

The toggling frame Hamiltonian expressions for all these pulse sequences are shown

in Tables 4.1 for comparison. At this point it is important to emphasize again that the

toggling frame Hamiltonians between pulses (events U1, U3 and U5) are identical for

all four pulse sequences (Figure 4.1) and that IzT → −IzT after a π-pulse, regardless
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Event Time H̃(ti) for {Y, Y }
U1 τ +ΩzIzT +Hzz

P2 tp +Ωz(IzTCθ + IxTSθ)− 1
2
Hyy +HS

yC2θ +HA
y S2θ

U3 2τ −ΩzIzT +Hzz

P4 tp −Ωz(IzTCθ + IxTSθ)− 1
2
Hyy +HS

yC2θ +HA
y S2θ

U5 τ +ΩzIzT +Hzz

Event Time H̃(ti) for {Y , Y }
U1 τ +ΩzIzT +Hzz

P2 tp +Ωz(IzTCθ − IxTSθ)− 1
2
Hyy +HS

yC2θ −HA
y S2θ

U3 2τ −ΩzIzT +Hzz

P4 tp −Ωz(IzTCθ + IxTSθ)− 1
2
Hyy +HS

yC2θ +HA
y S2θ

U5 τ +ΩzIzT +Hzz

Event Time H̃(ti) for {X,X}
U1 τ +ΩzIzT +Hzz

P2 tp +Ωz(IzTCθ − IyTSθ)− 1
2
Hxx +HS

xC2θ −HA
x S2θ

U3 2τ −ΩzIzT +Hzz

P4 tp −Ωz(IzTCθ − IyTSθ)− 1
2
Hxx +HS

xC2θ −HA
x S2θ

U5 τ +ΩzIzT +Hzz

Event Time H̃(ti) for {X,X}
U1 τ +ΩzIzT +Hzz

P2 tp +Ωz(IzTCθ + IyTSθ)− 1
2
Hxx +HS

xC2θ +HA
x S2θ

U3 2τ −ΩzIzT +Hzz

P4 tp −Ωz(IzTCθ − IyTSθ)− 1
2
Hxx +HS

xC2θ −HA
x S2θ

U5 τ +ΩzIzT +Hzz

Table 4.1: Toggling frame Hamiltonians, H̃(ti), during each event of the four different
pulse sequences, {τ−180φ1−2τ−180φ2−τ}, where tp is the pulse time, and τ is the free
evolution time and the π-pulse phases are {φ1, φ2}. Cθ = cos(ω1t), C2θ = cos(2ω1t),
Sθ = sin(ω1t), S2θ = sin(2ω1t) where 0 ≤ t ≤ tp.
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of phase. The differences between the four pulse sequences appear only in the toggling

frame Hamiltonian expressions during the pulses. Between the {Y, Y } pulse sequence

and its alternating phase counterpart, {Y , Y }, there is only a difference in the sign of

the sine functions of the event P2. This difference is also found between {X,X} and

{X,X}. If the delta function pulse approximation is made instead, these differences

are excluded from the outset and one expects all sequences to behave identically.

However, for strong but finite pulses, these terms effect the final H̄ and will lead to

evolution that depends on the phase of the π-pulses that are applied.

4.3.2 Average Hamiltonians for the four pulse sequences

To complete the average Hamiltonian analysis, the expressions from Table 4.1 are fed

into Equations (4.11) and (4.12) for the zeroth and first order average Hamiltonian

expressions. In the following set of average Hamiltonian expressions, the origin of

each term can usually be inferred from the prefactors of τ , tp, τtp or t2p. In the zeroth

order average Hamiltonian expressions, terms proportional to τ and tp come from the

free evolution event and pulse events, respectively. For the first order Hamiltonian

expressions, terms proportional to τtp and t2p come the from the commutator between

free evolution and the pulse event, and the commutator of pulse event with itself1.

1The direct of calculations of H̄(1)
{Y,Y } and H̄(1)

{X,X} will not result in the same compact form as
those shown in equations (4.49) and (4.53). This requires the replacement Hzz = −Hxx −Hyy.
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{Y, Y }: H̄(0)
{Y,Y } =

1

tc
(4τHzz − tpHyy) (4.48)

H̄(1)
{Y,Y } =

−i
2π~

tp
tc

(
tp
[HA

y ,HS
y +Hyy

]
+ (8τ + 2tp) [ΩzIxT ,ΩzIzT +Hyy]) (4.49)

{Y , Y }: H̄(0)

{Y ,Y } =
1

tc

(
4τHzz − tpHyy − 4Ωz

π
tpIxT

)
(4.50)

H̄(1)

{Y ,Y } = 0 (4.51)

{X,X}: H̄(0)
{X,X} =

1

tc
(4τHzz − tpHxx) (4.52)

H̄(1)
{X,X} =

i

2π~
tp
tc

(
tp
[HA

x ,HS
x +Hxx

]
+ (8τ + 2tp) [ΩzIyT ,ΩzIzT +Hxx]) (4.53)

{X,X}: H̄(0)

{X,X} =
1

tc

(
4τHzz − tpHxx +

4Ωz

π
tpIyT

)
(4.54)

H̄(1)

{X,X} = 0 (4.55)

Here we see more explicitly that under the instantaneous pulse approximation (i.e.

taking tp → 0) there is only evolution under the dipolar Hamiltonian, Hzz (4τ
tc
→ 1 as

tp → 0), over the course of the cycle. It is also apparent that the evolution is identical

for the different sequences. Taking this limit also shows that first and higher order

corrections to H̄(0) are only present when the instantaneous pulse approximation is

not assumed. This suggests that the behavioral differences between the four pulse

sequences (Figure 3.5) may arise solely from the presence of both the dipolar and

Zeeman Hamiltonian under the action of strong but finite pulses. Admittedly, these

terms are quite small for strong pulses, and have little effect over a single cycle.

63



However, these small terms can have large impact as the cycle is repeated many

times, resulting in different dynamics of the system that are unique to the pulse

sequences used. Under close inspection of Figure 3.5 and Figure 3.9 after only a few

cycles, at early times, the pulse sequences have very similar evolution. It is only after

a more repetitions of the cycle that the divergent evolution is more apparent.

4.3.3 Simulations Using Average Hamiltonian Expressions

Although the average Hamiltonian terms in equations (4.48)-(4.55) have their differ-

ences, the complicated expressions can be hard to interpret. Since the interpretation

was not immediately obvious, simulations were used to help study their effects.

For simplicity, we look only at the {Y, Y } pulse sequence and see how the terms

in H̄(0) and H̄(1) can contribute to the long tail behavior we first observed in experi-

ments. Figure 4.2 shows average Hamiltonian simulations and exact calculations for

the {Y, Y } pulse sequence with parameters ω1

2π
= 40 kHz, and τ = 1 µs. In order

to compare average Hamiltonian simulations to exact calculations like those done in

Section 3.6.2, the dipolar coupling coupling strength is increased by a factor of 25.

As another simplification, we use Ωz = 0 based on the adamantane experiments in

Section 3.6.1 which indicated that a spread in Ωz was not a requirement to see these

effects.

As a first comparison, Figure 4.2 (a) shows the the fastest dipolar decay when

Hint is forced to zero during the pulses. If Hint 6= 0 during the pulses, and the

average Hamiltonian description is taken to first order, H̄(0)
{Y,Y }, the decay slows and

the long tail begins to emerge (Figure 4.2 (b)). Including both H̄(0)
{Y,Y } and H̄(1)

{Y,Y }

in the simulations shows a further increase in the tail height (Figure 4.2 (b)). This

simulation compares very well with the exact calculations (Figure 4.2 (c)), strongly

suggesting that higher order average Hamiltonian terms like H̄(2)
{Y,Y } or greater are not
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Figure 4.2: CPMG calculations for pure dipolar decay (Ωz = 0, ω1

2π
= 40 kHz, and

τ = 1 µs). Each curve averages 400 DRs [exception (f): 80 DRs] of N spins on a
silicon lattice, with γ′ = 5γ of 29Si. Several approximations are used for N = 4: (a)

setting Hint = 0 during pulses, (b) using H̄(0)
{Y,Y } only, and (c) using H̄(0)

{Y,Y } + H̄(1)
{Y,Y }

only. Exact calculations for (d) N = 4, (e) N = 6, and (f) N = 8 show that the
tail height depends on N . Inset shows the pulses strength used compared to the
calculated spectra for N = 4 (red) and N = 6 (blue). From reference [3].
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required to describe the behavior, at least for these particular parameters.

It is interesting to note that average Hamiltonian theory was first introduced as

a tool for designing line narrowing sequences with H̄(0) = 0, which should result in a

lack of signal decay. Higher order corrections that were non-zero were then to blame

for any observable decay [13, 25, 26]. In contrast, for the {Y, Y } sequence, higher

order corrections to H̄(0)
{Y,Y } somehow preserve coherence, and instead slow the decay

expected for H̄(0)
{Y,Y }.

Although the average Hamiltonian descriptions in equations (4.48)-(4.55) offer a

model to work with that agrees with exact calculations, it is still difficult to interpret

the long list of terms in the H̄(1)
{Y,Y } and H̄(1)

{X,X} expressions. From the simulations in

Figure 4.2, it is clear that the complicated terms in H̄(1) are important in these mul-

tiple π-pulse experiments, but it is not clear how these expressions lead to divergent

evolution in the different pulse sequences [4].

Unable to make significant progress interpreting the complicated terms for these

simple pulse sequences, we wondered if we could combine the {φ1, φ2} blocks in ways

that that would result in simpler average Hamiltonian expressions. These explo-

rations, guided and inspired by classic NMR experiments, resulted in a new way of

controlling spin coherence and are outlined in the next chapters.
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Chapter 5

Exploring the AHT Model:

Coherence Control using H̄(0)

In this chapter, we begin to explore the average Hamiltonian model outlined in Chap-

ter 4. Although the repeating π-pulses in the CP, APCP, CPMG and APCPMG

experiments follow a very simple repeating pattern, the zeroth and first order aver-

age Hamiltonian expressions in equations (4.48)-(4.55) are quite complicated. These

expressions are hard to interpret and can make the quantitative predictions of their

effects difficult [3, 4, 5]. In order to explore and test the average Hamiltonian model

outlined in the previous chapter, more complicated pulse sequences based on this

description were designed with the intent of manipulating the system into following

much simpler approximate Hamiltonian expressions. Although firmly rooted in the

regime where HPφ � Hint, these experiments are designed to utilize terms that are

not present in the delta function pulse approximation. Therefore, the experiments

that follow would not work in the delta function pulse limit.

These NMR experiments were conducted on a powder sample of C60 in a 12 Telsa

field at room temperature. The 13C spin-1
2

nucleus has a 1.11% natural abundance
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(n.a.) and has a Larmor Frequency of 128.56 MHz in this field. At room temper-

ature, buckyballs form an fcc lattice where each molecule undergoes rapid isotropic

rotation about its lattice point [46, 47, 48]. Due to this rapid molecular motion, the

intra-C60 dipolar couplings are averaged to zero while the inter-ball dipolar coupling

between different C60 molecules is left intact. For this reason the spin system is well

approximated by a single species of spin-1
2

nuclei located on average at the center

of each molecule, coupled together by the like-spin dipolar interaction [3, 24]. The

macroscopic powder sample can be viewed as an ensemble of N-spin clusters, with

different magnetic shift Ωz values in different clusters due to bulk diamagnetism.

For this system, the Hamiltonian in the rotating frame is Hint = HZ +Hzz, where

the Zeeman term which allows for a net resonance offset (ΩP ) is HZ = (Ωloc
z +ΩP )IzT ,

and the secular part of the homonuclear dipolar coupling isHzz =
∑N

j>iBij

(
3IziIzj − ~I · ~I

)
.

In this material the resulting Zeeman line broadening dominates the spectrum’s full

width half maximum (FWHM). The spectrum’s measured FWHM = 260Hz, while

the calculated dipolar FWHM = 38Hz. For these experiments the rf pulses were un-

usually hard, with a pulse strength ω1

2π
= 25kHz which is 100 times the 13C line width.

To make the rf field intensity uniform across the sample, the sample was restricted

to < 8% of the coil volume.

5.1 FID of the Echo Train

As discussed in the previous chapter, average Hamiltonian theory allows us some

insight into the pulse phase dependence of these multiple pulse sequences. The CPMG

experiment, 90X − {Y, Y }N , produced a long lived train of spin echoes, while the

APCPMG experiment, 90X − {Y , Y }N , exhibited a rapidly decaying tail. The top

panel of Figure 5.1 shows NMR data for these sequences applied to 13C nuclei in C60.
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As we saw in Chapter 4, the zeroth order average Hamiltonian expressions for the

repeating part of these multiple pulse sequences are

H̄(0)
{Y,Y } = αHzz − βHyy (5.1)

H̄(0)

{Y ,Y } = αHzz − βHyy − λΩzIxT . (5.2)

where the following dimensionless quantities have been introduced

α =
4τ

tc
(5.3)

β =
tp
tc

(5.4)

λ =
4tp
πtc

. (5.5)

The {Y , Y } sequence has an extra term in equation (5.2) compared to {Y, Y } in

equation (5.1). This term, proportional to IxT , can be interpreted as an average

constant magnetic field along x̂. If this were the only term in the Hamiltonian, it

would cause spins to nutate in the y-z plane. In this picture, the variation in Zeeman

energies Ωz across the sample causes a spread of the spins as they nutate, leading to

the eventual decay of the coherent signal.

During a free induction decay in the same system, spins initially along ŷ freely

evolve under the Hamiltonian

H = ΩzIzT +Hzz. (5.6)

The free induction decay, characterized by T ∗2 , is a result of the spread in Zeeman

energies Ωz. In comparison, the decay produced in the APCPMG sequence 90X −
{Y , Y }N in Figure 5.1 can be thought of as an FID of the echo train. For the
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Figure 5.1: NMR data for 13C nuclei in C60 at room temperature. Comparison
of the CPMG pulse sequence 90X − {Y, Y }N (yellow) to the APCPMG sequence,
90X − {Y , Y }N (blue). Inserting a single flip-180Y pulse into {Y , Y }N induces an
echo of the echo train (green). τ = 25µs, α ≈ 0.71. Only the peak of each echo is
shown. Signal is normalized to the amplitude of the C60 FID.
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APCPMG experiment, the effective field λΩzIxT along x̂ plays the role of the large

external field ~B0 parallel to ẑ in the classic FID experiment. The motion of the spins

in the the y-z plane in the APCPMG experiment is analogous to the motion in the

x-y plane in a normal FID experiment.

5.2 Hahn Echo Analog

Continuing this analogy, it can be asked whether the dephasing caused by the Zeeman-

like term λΩzIxT can be reversed as the effect of ΩzIzT is reversed in a Hahn echo

experiment. As described in Section 3.4.1, the decay in an FID can be partially

refocused by the application of a single π-pulse. The π-pulse reverses the dephasing

caused by the spread in Zeeman energies, resulting in a Hahn spin echo.

In the same vein, we can attempt to refocus the signal lost due to the Ix term in

equation (5.2) by applying π-pulses. Inserting a single 180Y pulse into the APCMPG

sequence 90X − {Y , Y }N1 − 180Y − {Y , Y }N2 does, in fact, produce an echo in the

envelope of the individual spin echo peaks (Figure 5.1). Although in appearance

the shape of the echo is reminiscent of a conventional spin echo, the signal actually

extends over more than 800 individual spin echo peaks. The spin echo in the bottom

panel of Figure 5.1 is an echo of the echo train itself.

To understand the echo of the echo train in Figure 5.1, we can write H̄(0)

{Y ,Y } in

equation (4.50) in terms of the similar expression for H̄(0)
{Y,Y } in (4.48),

H̄(0)

{Y ,Y } = H̄(0)
{Y,Y } − λΩzIxT . (5.7)

If the single inserted 180Y pulse is treated as a perfect rotation, RπY , we can write
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the density matrix as

ρ(t) = U{Y ,Y }RπY U{Y ,Y }ρ(0){inv} (5.8)

= U{Y ,Y }RπY U{Y ,Y }
(R−1

πY
RπY

)
ρ(0){inv} (5.9)

= U{Y ,Y }
(
RπY U{Y ,Y }R−1

πY

)
RπY ρ(0){inv} (5.10)

where the operators U{Y ,Y } and RπY can be explicitly written as

U{Y ,Y } = e
− i

~

“
H̄(0)
{Y,Y }−λΩzIxT

”
Ntc (5.11)

RπY = eiπIyT . (5.12)

The term
(
RπY U{Y ,Y }R−1

πY

)
is a transformation of U{Y ,Y } by a πy rotation. Because

the terms in H̄(0)
{Y,Y } are bilinear, they are not effected by a π-rotation while the

Zeeman term changes sign; −λΩzIxT → +λΩzIxT . Then the density matrix becomes

ρ(t) = e
− i

~

“
H̄(0)
{Y,Y }−λΩzIxT

”
N2tce

− i
~

“
H̄(0)
{Y,Y }+λΩzIxT

”
N1tcRπY ρ(0){inv} (5.13)

= e
− i

~

“
H̄(0)
{Y,Y }−λΩzIxT

”
N2tce

− i
~

“
H̄(0)
{Y,Y }+λΩzIxT

”
N1tcρ(0){inv} (5.14)

where in the last step we have used the fact that ρ(0) = IyT . Like the Hahn echo

experiment in Section 3.4.1, π-pulses can be applied to refocus the signal loss due to

the term λΩzIxT . Rephasing after the 180Y pulse leads to the echo of the echo train

when N1 = N2.

If this average Hamiltonian model is a faithful description of the behavior and

the pulse quality is very good, then a 180X pulse along x̂ should have no effect

on the term −λΩzIxT , and therefore have no effect on the on the APCPMG se-

quence. As the theory predicts, there is no echo of the echo train when a single

flip-180X is applied during {Y , Y } repeating blocks (Figure 5.2, red). The the origi-
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Figure 5.2: NMR data for 13C nuclei in C60 at room temperature. Reversing the

APCPMG phase pattern, 90X−{Y , Y }200−{Y, Y }600
, at the point indicated (black) has

the same effect as inserting a single y-phase π-pulse, 90X−{Y , Y }200−180Y−{Y , Y }600

(green). Inserting a single x-phase π-pulse, 90X−{Y , Y }200−180X−{Y , Y }600
, has no

effect (red) and looks like the original APCPMG experiment, 90X−{Y , Y }800
(blue).

τ = 25µs and α ≈ 0.71. Only the peak of each echo is shown. The signals are
normalized to the amplitude of the C60.
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nal APCPMG experiment (Figure 5.2, blue) is indistinguishable from the experiment

90X − {Y , Y }N1 − 180X − {Y , Y }N2 since there is no change in the sign of −λΩzIxT .

As another test of the model, we can use the pulse sequence {Y, Y } which inverts

the pulse phases of the original {Y , Y } APCPMG experiment. The two sequences,

{Y , Y } and {Y, Y }, have only a sign difference in the effective field of their zeroth

order average Hamiltonian expression,

H̄(0)

{Y ,Y } = H̄(0)
{Y,Y } − λΩzIxT (5.15)

H̄(0)

{Y,Y } = H̄(0)
{Y,Y } + λΩzIxT . (5.16)

Instead of applying a single 180Y pulse during the APCPMG experiment, the same

effect can be achieved by switching the phase of the pulses in the second time interval.

If N {Y , Y } blocks are followed by an equal number N of {Y, Y } blocks, an echo

of the echo train will emerge. For the experiment 90X − {Y , Y }N1 − {Y, Y }N2 , the

density matrix has nearly the same form as equation (5.14).

ρ(t) = U{Y,Y }U{Y ,Y }ρ(0){inv} (5.17)

= e
− i

~

“
H̄(0)
{Y,Y }+λΩzIxT

”
N2tce

− i
~

“
H̄(0)
{Y,Y }−λΩzIxT

”
N1tcρ(0){inv}. (5.18)

In both cases, changing the sign of the dephasing term produces a time reversal of

the Zeeman evolution from one period to the next, resulting in an echo of the echo

train (Figure 5.2 black and green). Between the two experiments, the result is nearly

identical whether one pulse is added or if the phase of 1200 pulses is changed.

This phase reversal experiment, 90X − {Y , Y }N1 − {Y, Y }N2 , which switches the

sign of the dephasing term ΩzIxT can be thought of in analogy to Solomon’s original

rotary echo experiment [49]. In Solomon’s experiment, a constant transverse rf field

is applied to the spins which cause them to nutate in a plane perpendicular to the
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Figure 5.3: A CPMG of the echo train is induced by using the sequence 90X −
{Y , Y }10−

{
{Y, Y }20−{Y , Y }20

}12

. Only the peak of each echo in the echo train is

shown. Sample C60. τ = 25µs and α ≈ 0.71.

transverse field. If the transverse field is inhomogeneous, the nuclear spins will expe-

rience different local rf fields. In an inhomogeneous field spins will nutate at different

rates, causing the spins to dephase and the signal to decay. If the transverse field is

then reversed and applied for an equal amount of time, the spins will rephase and

a rotary echo will appear. In the classic NMR experiment, the dephasing caused by

nutation under a spread in ω1 values is undone by subsequent nutation under −ω1.

In contrast to the rotary echo experiment, a spread in Ωz rather than a spread in ω1

is responsible for the signal loss shown in Figure 5.1, and subsequent motion under

−Ωz causes a spin echo in the echo train.

Continuing in this manner, more π-pulses can be applied during the {Y , Y } se-

quence to reverse the effects of the Zeeman-like dephasing. To produce the same effect

one can alternate between blocks of {Y , Y } and {Y, Y }, creating multiple echoes in

the envelope of the individual spin echo peaks, a CPMG of the echo train. Figure 5.3

shows the phase-change version of the experiment, which is easier to implement and

less likely to suffer from finite pulse effects.1 However, the dipolar part of H̄(0)

{Y ,Y } in

1The finite pulse effects described in Chapter 4 become important if many π-pulses are inserted
into the original 90X −{Y , Y }N experiment. This seemingly inconsistent treatment of strong pulses
is discussed in the final paragraph of this section.
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equation (5.2) is just H̄(0)
{Y,Y } in equation (5.1). In all of the previous experiments, the

sign of H̄(0)
{Y,Y } is never reversed. This contributes to the observed decay of the echoes

of the echo train in all the cases discussed so far.

Before moving on to the next set of experiments, the validity of representing the

inserted 180φ and, implicitly, the initializing 90X pulses as pure rotations must be

addressed. The treatment of these pulses as delta function pulses may seem inconsis-

tent with the analysis in Section 4.3, which is the foundation of these and following

experiments. This analysis used the terms that emerge from the finite pulse dura-

tion to explain behavior that did not adhere to the conventional theory for strong

pulses. It is true that these new experiments exploit the effects of the repeating block

that come from the non-zero duration of the π-pulses. While the surprisingly non-

negligible effects of the dipolar coupling during the strong but finite π-pulses adds

non-zero quantum coherence operators to H̄(0) + H̄(1), these contributions are small

and only manifest large effects after the coherent repetition of many {φ1, φ2} blocks.

For this reason, treating the few 90φ and 180φ pulses outside of the repeating block

as delta function rotations is not an unreasonable approximation.

5.3 Quadrature Detection in the Echo of Echoes

The firsts two experiments in Section 5.2, 90X − {Y , Y }N1 − 180X − {Y , Y }N2 and

90X − {Y , Y }N1 − {Y, Y }N2 , seemed to produce identical results, as shown in Figure

5.2. However, the physical interpretation is slightly different, as are the time evolution

operators, equations (5.14) and (5.18), respectively.

In Section 5.2 these experiments were compared to the classic NMR Hahn echo

and Solomon’s rotary echo, whose physically different spin evolutions can be described

by what Abragram termed as pancake and racetrack echoes, in his canonical text The
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Principles of Nuclear Magnetism [9].

The two types of echoes are shown in Figure 5.4, looking from above at the x-y

plane. After an initializing 90X pulse, the spins lie in the transverse plane along the

y-axis. As they spread due to small variations in the local magnetic field, some going

clockwise (red) and others going counterclockwise (blue) in the rotating frame, a spin

“pancake” is formed in the transverse plane. If the pancake is flipped by a 180Y pulse,

the phase angle of each spin isochromat changes sign as measured from the y-axis.

In this case there is no change in the local fields and the spins continue in the same

rotational direction from their new phase position in the x-y plane. If the π-pulse is

applied at time τ , the spins will rephase and form an spin echo at time 2τ .

In the racetrack echo, the isochromats are compared to runners on a track [9]. As

time passes, the runners spread out uniformly around the track. If at time τ , the

runners change direction and run at the same speed, they will form an “echo” at time

2τ . In the rotating frame of the spin isochromats, the spins dephase according to the

spread in +Ωz just as they do for the pancake echo (Figure 5.4B). However, in the

racetrack echo no π-pulse is applied. Instead, the sign of the dephasing field (+Ωz) is

reversed (−Ωz) for the second time interval. This causes the spins to change direction

and precess with the opposite sense of rotation. Specifically, the clockwise going spins

change direction at time τ moving counterclockwise while counterclockwise going

spins move clockwise.

In the Hahn echo analog experiments in Section 5.2, quadrature detection along

the x-axis shows that there is no signal along x̂, although there is an oscillating sig-

nal along ŷ (Figure 5.5). In the two types of Hahn echo analog experiments, the

spins are nutating in the y-z plane due to a small average field along x̂1 caused by

phase transients. In the π-pulse version of the Hahn echo analog experiment, the

1This small field is generated by the pattern of phase transients that appear at the beginning
and end of the 180Y and 180Y pulses. See Appendix A.
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Figure 5.4: Comparison of the pancake and racetrack echoes in the Bloch sphere and
below in Zeeman phase angle. A. In a pancake echo, the phase of individual spin
isochromats is changed by a factor of (−1) by the application of a π-pulse causing a
discontinuous jump in the Zeeman phase angle. After the π pulse, spins continue to
rotate in the same direction under the influence of the local magnetic field: spins mov-
ing clockwise (counterclockwise) in red (blue) continue in the same sense of rotation
before and after the π-pulse. B. In a racetrack echo, the sign of the local magnetic
field is changed from the first time interval to the second. In the second time interval,
the spins rotate in the opposite sense from the initial rotation and the Zeeman phase
acquired in the first time interval is undone without a discontinuous jump.
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repeating pulse block {Y , Y } never changes, therefore the pattern of phase transients

never changes. In the phase reversal version of the Hahn echo analog experiment, the

repeating pulse block {Y , Y } changes to {Y, Y }, which causes the phase transients to

also change sign. The π-pulse version of the experiment should exhibit the character-

istics of Abragam’s pancake echo, while the later should show the characteristics of

the racetrack echo. Between the two types of experiments, the field along x̂ generated

by the phase transients in the second time interval (t >= N1tc) is opposite in sign.

Therefore, they should nutate in opposite directions in the y-z plane.

However, as Figure 5.5 shows, the measured < Iy(t) > looks identical for both

the pancake and racetrack echo. To distinguish between the two types of Hahn

echo analog experiments, 90X −{Y , Y }N1 − 180X −{Y , Y }N2 and 90X −{Y , Y }N1 −
{Y, Y }N2 , quadrature detection is necessary along the z-axis to measure < Iz(t) >.

To accomplish this, snapshots along the z-axis are taken by applying a 90X pulse at

varying points of the Hahn echo analog experiment and measuring the initial height

of the FID that results. The 90X pulse projects the value of the magnetization along

ẑ into the y-axis for measurement. By taking N1 = 60 and N2 = 5, 10, 15, . . . 100

before the last 90X , magnetization along ẑ can be tracked.

Figure 5.5 clearly demonstrates that the π pulse version of the experiment (black)

causes an opposite sense of rotation compared to the phase reversal version of the

experiment (blue).
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Figure 5.5: Quadrature detection in the Hahn echo analog. The original Hahn echo
analog experiment is shown in red (observation along the y-axis) and green (ob-
servation along the x-axis). 90X − {Y , Y }N1 − 180X − {Y , Y }N2 − 90X in black
and 90X − {Y , Y }N1 − {Y, Y }N2 − 90X in blue. Data points generated by taking
N2 = 5, 10, 15, . . . 100 and measuring the initial height of the FID generated by the
last 90X pulse. N1 = 60, tp=20.9µs, τ=25µs.

5.4 Magic Echo Analog

5.4.1 Manipulating the Dipolar Term

As we saw in Sections 3.4.1 and 5.2, it is convenient to view spin echo phenomenon by

picturing the spins as first developing under the influence of some Hamiltonian, then

in the second time interval as developing under the negative of that Hamiltonian. In

this way, the spin system can return to its original state, resulting in a spin echo.

In the same manner, if the sign of the dipolar coupling term in the Hamiltonian

can be reversed after the initial dephasing has occurred, then the magnetization lost

to dipolar coupling can be recovered. The Lee-Goldburg experiment [50, 51] was able

to manipulate the dipolar coupling term by applying a long continuous pulse field in

the transverse direction. In this case the truncated Hamiltonian in the rotating frame
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is

H = γ~BeffIξ +
1

2

(
3 cos2 θ − 1

) N∑
i>j

Bij(3IξiIξj − ~Ii · ~Ij) (5.19)

where the system is now quantized along the effective field ~Beff = (B1, 0, δBz) and θ

is the angle between the static field ~B0 and ~Beff = BeffIξξ̂. By a suitable choice of

~Beff, and therefore θ, Lee and Goldburg found that they could effectively eliminate

the dipolar term by setting

3 cos2 θ − 1

2
→ 0 (5.20)

In the case of the magic echo experiment [42, 43, 52], θ = π
2

and B1 is exactly on

resonance1. The angular factor now has a negative sign

3 cos2 θ − 1

2
= −1

2
(5.21)

which can be used to reverse dipolar dephasing. Under a strong, constant pulse field

along x̂, the dipolar term has the averaged form

H̄d = −1

2

N∑
i>j

Bij(3IxiIxj − ~Ii · ~Ij) = −1

2
Hxx (5.22)

where the non-secular terms have been dropped since they average away in the inter-

action frame defined by the effective magnetic field term (see Section 4.2). In order

for this dephasing term to be reversed by evolution under Hzz after the pulse has

ended, Hxx must be transformed to Hzz. This is accomplished by applying a 90Y

pulse before the long continuous pulse ΘX along x̂, and a 90Y pulse afterward. The

magic echo sequence is written as 90Y −ΘX − 90Y . After this set of pulses has been

1For systems where Ωz has a large spread in frequency, it is not possible to set B1 exactly on
resonance for all spins.
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applied, or at the end of the “burst”, the density matrix has the form

ρ(t) = R90Y PΘXR90Y
ρ(0){inv} (5.23)

= e+iπ
2
Iye−

i
~(− 1

2
Hxx)te−i

π
2
Iyρ(0){inv} (5.24)

= e−
i
~(− 1

2
Hzz)tρ(0){inv} (5.25)

where it is assumed that the 90◦ pulses are delta function pulses and the average

Hamiltonian from equation (5.22) is used to describe the action of the long ΘX pulse.

If the system is allowed to evolve freely under the dipolar Hamiltonian for a time t′

after the burst, the density matrix becomes

ρ(t′ + t) = e−
i
~ (+Hzz)t′e−

i
~(− 1

2
Hzz)tρ(0){inv}. (5.26)

This expression shows that the dipolar phase wrapping during the burst occurs at

half the rate of rephasing outside of the burst. Clearly, the density matrix will return

to its initial state ρ(0) when t′ = 1
2
t.

The magic echo sequence works well to refocus dipolar dephasing, but requires all

spins to be on-resonance (δBz ≈ 0), as well as a long continuous pulse to force the

average Hamiltonian to reduce toHxx. From our understanding of the average Hamil-

tonian description for multiple finite π-pulse sequences, we developed an analogous

experiment to the Magic Echo. In contrast to the original magic echo, the following

experiments allow refocusing of the dipolar dephasing using short strong pulses sep-

arated by time delays, simplifying implementation. Moreover, this sequence is more

successful in the opposite limit, where δBz 6= 0.
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5.4.2 Magic Echo Analog

To build the magic echo analog sequence, the weak field term proportional to Iy in

the zeroth order average Hamiltonian expression for the {X,X} block,

H̄(0)

{X,X} = αHzz − βHxx + λΩzIyT , (5.27)

can be used to mimic the long continuous pulse in the original magic echo experiment

as first proposed by Pines and Waugh [53].

This average field can be used to transform into a second toggling frame [45,

25, 53]. This second averaging procedure is no different than the truncation of the

time-independent internal Hamiltonian from Section 4.2, except that here the proper

quantization axis is determined by the average field along ŷ.

For the repeating block {X,X}, it makes sense to work in the interaction frame of

the Hamiltonian term proportional to IyT in equation (4.54). In this reference frame,

any terms proportional to Hyy will pick up no time dependence and nonsecular terms

from Hxx will average to zero. If higher average Hamiltonian terms past first order

are ignored, only the zeroth order term in equation (4.54) is non-zero. Using the

replacement,

Hzz = −Hxx −Hyy (5.28)

the average Hamiltonian can be rewritten as

H̄(0)

{X,X} = αHzz − βHxx + λΩzIyT (5.29)

= α (−Hxx −Hyy)− βHxx + λΩzIyT (5.30)

= − (α + β)Hxx − αHyy + λΩzIyT . (5.31)

In the second toggling frame, the field represented by IyT should average out the
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non-secular terms from Hxx. It is easiest to pick out the non-secular terms by writing

Hxx in terms of the raising and lowering operators in this frame. For quantization

along ŷ, the raising and lowering operators are

I+
y = Iz + iIx (5.32)

I−y = Iz − iIx. (5.33)

Making this substitution in the expression for Hxx in equation (4.45) gives the three

terms

Hxx =
N∑
i=1

N∑
j>i

Bij

[
3

4

(
I+
yi
I+
yj

+ I−yiI
−
yj

)
+

1

4

(
I+
yi
I−yj + I−yiI

+
yj

)
− IyiIyj

]
. (5.34)

In the second toggling frame, terms proportional to I+I+ or I−I− will pick up phase

factors that oscillate at ±2λΩz
~ . The rapid oscillation of these terms can effectively

average these terms to zero if the quantizing field is strong enough,1 leaving

Hxx →
N∑
i=1

N∑
j>i

Bij

[
1

4

(
I+
yi
I−yj + I−yiI

+
yj

)
− IyiIyj

]
= −1

2
Hyy. (5.35)

Using this in the expression for H̄(0)

{X,X} in equation (5.31), the second averaged

Hamiltonian is

¯̄H(0)

{X,X} = −α− β
2
Hyy + λΩzIyT , (5.36)

which is similar to (5.22) for α > β. As in Section 5.4.1, the dipolar term Hyy in

equation (5.36) can be manipulated by changing experimental parameters related to

α, β and γ (equations (5.3)-(5.5)). In this case, adjusting the inter-pulse spacing

1The term λΩz is typically the same scale asHzz in many of our in our experiments. However, the
Ωz term can be magnified by introducing a resonance offset frequency ΩP so that Ωz = Ωlocz + ΩP ,
improving the second averaging approximation.
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τ and pulse duration tp controls the sign and magnitude of the dipolar term, and

therefore determines the refocusing time of the echo.

Following the structure of the magic echo sequence, X-phase 90◦ wrapper pulses

are used to transform −Hyy from ¯̄H(0)

{X,X} in equation (5.36) to −Hzz. The pulse

sequence has the form

90X −
{

90X − {X,X}N − 90X
}− tfree

where the first 90X pulse initializes system so that ρ(0) = IyT . Because the first two

pulses are of opposite phase and are applied with no time delay in between them, the

sequence can be simplified by dropping the first two pulses,

{X,X}N − 90X − tfree.

A schematic of the pulse sequence is shown in Figure 5.6A. During the burst of length

Ntc when pulses are applied, the spin system develops under the average Hamiltonian

H̄burst = −α− β
2
Hzz − λΩzIzT (5.37)

where the 90X and 90X wrapper pulses have also transformed the average field term,

λΩzIyT → −λΩzIzT . After the burst, the system is allowed to freely evolve under the

influence of the internal Hamiltonian alone

Hint = Hzz + ΩzIzT . (5.38)

The density matrix in this case is given by

ρ(t′) = e−
i
~(Hzz+ΩzIzT )te−

i
~(−α−β2

Hzz−λΩzIzT )Ntcρ(0){inv} (5.39)
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Figure 5.6: Schematic of the three pulse sequences inspired by the original magic
echo experiment [42, 43], which all start with the sequence {X,X} repeated N times.
Pulse phases are shown below the pulse diagram and rotation angle above.
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where t′ = t+Ntc is the total time elapsed, and t is the free evolution time after the

burst has ended. During the burst, the system undergoes both Zeeman and dipolar

dephasing at two different rates according to the dimensionless prefactors α−β
2

and λ.

This is followed by a faster rephasing in the free evolution period which can result in

a spin echo.

By rearranging the density matrix in equation (5.39),

ρ(t′) = e−
i
~ (Hzz)(t−α−β2

Ntc)e−
i
~(ΩzIzT )(t−λNtc)ρ(0){inv}. (5.40)

we can predict the time when the dipolar and Zeeman spin echoes should occur. From

this equation we see that the Zeeman refocusing time, tZ, and dipolar refocusing time,

td, are

tZ = λNtc (5.41)

td =
α− β

2
Ntc (5.42)

after the burst has ended. The timing of the echo depends on the parameters α,

β and λ which are related to the pulse sequence timings, τ and tp [equations (5.3)-

(5.5)]. Figure 5.7D in blue shows that the echo appears close to the predicted Zeeman

refocusing time, tZ , but with a slight delay. We believe that the terms ignored in this

analysis are responsible for the discrepancy.

The formation of an echo also depends on the phase of the last 90◦ pulse, fur-

ther validating the average Hamiltonian description of this behavior. If the {X,X}
repeating blocks are followed by a 90X pulse as in Figure 5.6B, no echo is formed

during free evolution (Figure 5.7D in red). For this phase choice, the the 90X and

90X wrapper pulses transform the average field term from λΩzIyT to +λΩzIzT . Since

the spin operator IzT has the same sign both during and after the burst, the Zeeman
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dephasing continues at an even faster rate in the free evolution period. Although the

dipolar phase behavior is unaltered by this change in the sequence and does get refo-

cused, for this sample the large Zeeman dephasing ruins the magic echo that would

otherwise form during the free evolution period.1

At this point, it is important to emphasize that these sequences would not produce

echoes in the delta function pulse approximation. A train of delta function π-pulses

acting on a system of spins initially aligned along ẑ at equilibrium should have no

effect on the system. The application of either a 90X or 90X at the end of this pulse

train would only produce an FID immediately after the last pulse in both experiments.

To better understand why the echo does or does not appear, we can follow the

development of the respective Zeeman (ΦZ(t′)) and dipolar (Φd(t
′)) phase angles

shown in A, B, and C of Figure 5.7. The density matrix can be rewritten as

ρ(t′) = e−iΦd(t′)H̃zze−iΦZ(t′)H̃Zρ(0){inv} (5.43)

where the operators H̃zz = Hzz
Ωd

and H̃Z = HZ
Ωz

are dimensionless and Ωd is an energy

scale inferred from the pure dipolar lineshape. During the burst, the Zeeman and

dipolar phases evolve under the average Hamiltonian, H̄burst, in equation (5.37). Spins

with slightly different Ωz and Ωd get more and more out of step with one another

and begin to dephase. In the subsequent free evolution period, the spins rephase

under Hint, but now at a faster rate than the rate of dephasing. From the density

matrix equation (5.40) and (5.43), we identify the following equations that describe

1There is some evidence of the occurrence of a dipolar echo at td in the center graph of Figure
5.8. However, because this sample has a 100% filling factor, there is a spread in ~B1 that limits the
application of our model.
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Figure 5.7: NMR data for 13C nuclei in C60 at room temperature. Three experiments
inspired by the magic echo [42, 43], which all start with the sequence {X,X}N .
A-C. Simulated phase evolution of the Zeeman phase angle ΦZ(t) and the dipolar
phase angle Φd(t) [equations (5.44) and (5.45)] for each experiment in Figure 5.6.
Representative values if Ωz

h
= ±100 Hz and Ωd

h
= ±15 Hz are shown (solid/dashed),

with Φd(t) in black and ΦZ(t) in the color of the experimental trace. During the
grey shaded period, the dipolar and Zeeman phases evolve under H̄burst. At the end
of the burst, free evolution begins (t = 0ms) and the phase develops under Hint.
D. Data is acquired after the last pulse in the sequence which is indicated in the
plot. Following the repeating block with a 90X pulse does not cause an echo to form
(red); with 90X following the repeating block, a large echo emerges (blue); applying
a 180Y pulse at time tπY after the burst of the failed sequence (red), an optimized
echo appears (green). Dashed lines show the predicted echo times tZeeman and tdipolar.
N=200, τ = 50µs, ΩP = 0, and α ≈ 0.83.
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the phase wrapping and unwrapping of the spins.

ΦZ(t) =


ΩZ
~ (∓λ)(t+Ntc) if −Ntc ≤ t < 0

ΩZ
~ (t∓ λNtc) if t ≥ 0

(5.44)

Φd(t) =


Ωd
~ (−(α−β)

2
)(t+Ntc) if −Ntc ≤ t < 0

Ωd
~ (t− α−β

2
Ntc) if t ≥ 0

(5.45)

where we have set t = −Ntc at the start of the burst and t = 0 for the start of

the free evolution time. The sign of ∓λ is determined by the phase choice ±X of

the final 90◦ pulse. The crossing of ΦZ(t) lines after the burst indicates the Zeeman

refocusing time, tZ , in equation (5.41) and the crossing of Φd(t) lines indicate td in

equation (5.42). If the repeating block is followed by 90X , the ΦZ(t) lines in red

not only fail to cross, but dephase at an even faster rate during the free evolution

time (Figure 5.7A). Following the repeating block with 90X-pulse forces the spins to

rephase, shown by the crossing of the ΦZ(t) lines at the time tZ (Figure 5.7B). In both

cases, a dipolar echo is suggested by the crossing of Φd(t) lines at td since the phase

of the final 90φ pulse does not effect the sign of the bilinear dipolar Hamiltonian.

However, because the Zeeman dephasing is large at td, a dipolar echo is not observed

in this sample for these conditions.

5.4.3 Optimized Magic Echo

The magic echo in the previous section can be enhanced by synchronizing the dipolar

and Zeeman refocusing time. By inspecting the simulated phase angle for the experi-

ment {X,X}− 90X (Figure 5.7B), it is clear that the Zeeman refocusing time occurs

closer to the start of the free evolution time than the dipolar refocusing time. Using

the opposite pulse phase (90X) following the repeating block can stall the Zeeman
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refocusing by allowing dephasing to continue at the beginning of the free evolution

period. In order to flip the sign of the Zeeman term, a 180Y pulse is applied at time

tπy after the 90X (Figure 5.6) in the sequence

{X,X}N − 90X − tπY − 180Y .

After the π-pulse, the spins rephase under the influence of the operator −ΩzIzT (Fig-

ure 5.7C). Since Hzz is not affected by the π-pulse, the corresponding time evolution

operator is

eiπIyT e−
i
~(Hzz−ΩzIzT )te−

i
~(Hzz+ΩzIzT )tπy e−

i
~(−(α−β)

2
Hzz+λΩzIzT )Ntce−i

π
2
IxT . (5.46)

Requiring that the dipolar Φd(t) and Zeeman ΦZ(t) phases return to zero simultane-

ously provides a formula for the timing of the final 180Y -pulse.

−t+ tπy = −λNtc (5.47)

t+ tπy =
α− β

2
Ntc (5.48)

tπy =
1

4
(α− β − 2λ)Ntc (5.49)

In this case, the optimized magic echo should appear after the burst at the dipolar echo

time, td = α−β
2
Ntc, as shown in Figure 5.7D in green. In practice, second averaging

is not perfect and terms left out in this model have an effect on the refocusing time.

In the optimized magic echo experiment in Figure 5.7, the measured echo appears at

a slightly delayed time after the predicted time, indicating that there is more phase

wrapping during the burst than is accounted for in this approximation.

The echo time can also be manipulated by increasing the length of the burst.

Longer burst times allow more phase wrapping to occur before free evolution, pushing
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the echo further out in time. The dependence of the echo time on burst length is

clearly shown in Figure 5.8. In addition, for longer burst times less signal is recovered

and the predicted time of the echo gets progressively worse. It is possible that higher

order terms not included in the model so far will become more important at longer

burst times. Unfortunately, the spread in ω1 due to the 100% filling factor of this

larger sample complicates the comparison to the simple model of a single ω1 we used

in this analyis.

However, the model used throughout this chapter gave reasonable and quantitative

predictions that agreed with experiments, where the delta function pulse approxima-

tion would predict completely different behavior. In the delta function pulse limit,

the πy-pulses in the burst should preserve the the initial magnetization along Iz. As

stated in the previous section, in the delta function pulse limit a 90φ pulse should

only produce a free induction decay if it acts on an initial density matrix proportional

to Iz. In this scenario, applying a π-pulse sometime after an FID should produce a

spin echo. Although the final 180y-pulse has the same function as a π-pulse in the

Hahn echo experiment, it is important to note that the time delay between the 90φ

and π-pulse is not the same length of time from the π-pulse to the echo. This shows

definitively that phase wrapping must have taken place inside the burst itself and is

a good quantitative test of the model.
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Chapter 6

Quadratic Echo: Coherence

Control using H̄(0) + H̄(1)

In the previous chapter, alternating phase pulse sequences were used to demonstrate

the existence of terms usually ignored in the strong pulse limit; {Y , Y } was used

in the Hahn echo analog and {X,X} in the magic echo analog. Pulse sequences

such as these, which have toggling frame Hamiltonians that satisfy H̃(t) = H̃(tc− t),
are known as symmetric sequences in AHT. For symmetric sequences, the odd order

average Hamiltonian corrections vanish [25, 38]. From the initial experiments in 29Si,

we knew that H̄(1) could play an important role in the spin evolution. However, the

specific details of that role were difficult to tease out [4]. For this reason, we began

our exploration of the AHT model using the repeating blocks {Y , Y } and {X,X}
with H̄(1) = 0 to design experiments that used only the zeroth term in the average

Hamiltonian expansion.

Encouraged by the successful application of this model and the quantitative pre-

dictions it was able to make, we wondered if non-zero higher order terms could be

utilized in similar ways. Despite being much smaller in scale, we knew from simula-
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tions that under certain conditions H̄(1)
{φ1,φ2} could have large effects over the repetition

of many π-pulses. Although it was initially unclear if the smaller corrections to the

model would be useful in controlling dipolar and Zeeman evolution, the exploration

of these smaller terms lead to the main building blocks we use in the line narrowing

and MRI of solids sequences in the last chapter.

6.1 Building the Quadratic Echo Sequence

Following the methods of Chapter 5, we hoped to use a transverse field term to

control Zeeman dephasing. The first instance of a transverse field term in the re-

peating {X,X} block occurs in the first order average Hamiltonian shown below and

in equation (4.53). This term, proportional to Ω2
zIxT , comes from the commutator

[ΩzIyT ,ΩzIzT ] in the expression

H̄(1)
{X,X} =

i

2π~
tp
tc

(
tp
[HA

x ,HS
x +Hxx

]
+ (8τ + 2tp) [ΩzIyT ,ΩzIzT +Hxx]) . (6.1)

Concentrating on this term, equation (6.1) can be rewritten as

H̄(1)
{X,X} = − (κΩz)

2 IxT + H̄(1),non−IxT
{X,X} (6.2)

where

κ2 =
tp (8τ + 2tp)

2π~tc
(6.3)

and H̄(1),non−IxT
{X,X} contains terms in H̄(1)

{X,X} not proportional to IxT . By analogy, it was

hoped that (κΩz)
2 IxT could be used in the same way that λΩzIyT was used in the

magic echo analog experiment of Section 5.4.2, despite its much smaller size. Like the
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transverse field term in the magic echo experiment, the term (κΩz)
2 IxT could help to

secularize the average Hamiltonian expression for {X,X},

H̄(0)
{X,X} = αHzz − βHxx, (6.4)

through second averaging. Rewriting H̄(0)
{X,X} in terms of Hxx and Hyy only,

H̄(0)
{X,X} = α (−Hxx −Hyy)− βHxx (6.5)

= − (α + β)Hxx − αHyy. (6.6)

In the toggling frame of the average field represented by (κΩz)
2 IxT , the dipolar term

Hyy reduces to the secular −1
2
Hxx. Using this in the expression for H̄(0)

{X,X}, gives

H̄(0)
{X,X} = − (α + β)Hxx +−α

2
Hxx (6.7)

= −α + 2β

2
Hxx (6.8)

= −1

2
Hxx (6.9)

where α = 4τ
tc

and β = tp
tc

were used in the last step.

Although the scale of the quadratic term (κΩz)
2 IxT is small for Ωz ∼ 0, making

second averaging hard to justify1, the effective transverse field it represents grows

quickly with an increasing resonance offset [45, 53]. In practice, increasing the res-

onance offset also changes some of the other terms in H̄(1),non−IxT
{X,X} , which can lead

to unwanted effects. It was hoped there might be a range of parameters where

{X,X} produced the desired second averaged Hamiltonian. Unfortunately, using

the transverse field term for the sequence {X,X} alone proved difficult. The terms

1An alternative method, Secular Averaging Theory (SAT) [25] was also used to investigate the
apparent paradox of a small H̄(1) term secularizing a larger H̄(0) term. Unfortuantely, the relevant
terms in H̄(0) and H̄(1) are identical in both AHT and SAT calculations.
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in H̄(1),non−IxT
{X,X} appeared to have larger impact as {X,X} is repeated and cause fast

decay as spins precess in the y-z plane.

Again, inspired by classic NMR experiments like the rotary echo and encouraged

by the success of the Hahn echo analog experiment, we looked for repeating blocks

with similar average Hamiltonian expressions, but with the opposite sign for the

unwanted terms in {X,X}. The repeating block {X,X}, which uses π pulses with

opposite phase compared to the block {X,X}, has an average Hamiltonian expression

up to first order that is very similar to the expression for {X,X}. They share the

same zeroth order average Hamiltonian expression,

H̄(0)

{X,X} = H̄(0)
{X,X}

= αHzz − βHxx

while the first order average Hamiltonian term is opposite in sign,

H̄(1)

{X,X} = −H̄(1)
{X,X} (6.10)

= + (κΩz)
2 IxT − H̄(1),non−IxT

{X,X} . (6.11)

We found that the decay in the signal due to H̄(1)
{X,X} could be recovered by switching

from the repeating block {X,X}N to the composite sequence {X,X}N2 {X,X}N2 .

However, this would also undo the effects related to transverse field term (κΩz)
2 IxT

which would be used for net Zeeman phase wrapping. To show that the Ω2
z term was

acting during the composite block burst and to help justify the model, we added an-

other complication to the original sequence. We introduced phase coherent frequency
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Figure 6.1: A. Schematic of the quadratic echo pulse sequence {X,X}N2 {X,X}N2 .

B. The linear echo pulse sequence {X,X}N2 {X,X}N2 . C. Resonance offset is jumped
to +ΩP in the first time interval and −ΩP in the second time interval for both pulse
sequences.

jumping defined by

Ω+
net = Ωz + ΩP (6.12)

Ω−net = Ωz − ΩP (6.13)

where ΩP = −hνP and νP is the pulse transmitter frequency offset implemented on a

Tecmag Apollo spectrometer. The frequency is jumped to Ω+
net in the first N

2
tc time

interval and to Ω−net in the second N
2
tc time interval (Figure 6.1).

With the added frequency jumping, the time evolution operator during the burst

has the full complicated form,

Uburst = e
− i

~

„
H̄(0)
{X,X}+(κΩ−net)

2
IxT−H̄

(1),non−IxT
{X,X}

«
Ntc
2 e
− i

~

„
H̄(0)
{X,X}−(κΩ+

net)
2
IxT +H̄

(1),non−IxT
{X,X}

«
Ntc
2 .

(6.14)
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However, in the absence of frequency jumping most of the signal is recovered in the

sequence {X,X}N2 {X,X}N2 . From this behavior, it was inferred that evolution of the

system during the burst with frequency jumping follows the simpler time evolution

operator,

Uburst ≈ e
− i

~

“
− 1

2
Hxx+(κΩ−net)

2
IxT

”
Ntc
2 e
− i

~

“
− 1

2
Hxx−(κΩ+

net)
2
IxT

”
Ntc
2 (6.15)

≈ e−
i
~(− 1

2
Hxx−(2κ2ΩzΩP )IxT )Ntc . (6.16)

The overall resonance offset in Ω±net = Ωz ± ΩP helps in second averaging, leading to

the approximation H̄(0)
{X,X} → −1

2
Hxx. In addition, jumping the resonance offset in

this pattern allows the cross term proportional to ΩzΩP to cause net dephasing from

the beginning to end of the burst. If the approximations made so far are valid for this

sample, the rate of of phase wrapping that occurs during the burst could be directly

controlled by ΩP .

Following the technique in the magic echo to transform the IxT operators into

IzT , a 90Y pulse is applied before the composite block and 90Y pulse after. With an

initializing 90◦ pulse along ŷ, the pulse sequence simplifies to

{X,X}N2 {X,X}N2 − 90Y − tfree.

To test the model, the burst is followed by free evolution and ΩP = 0. After dephasing

according to equation (6.16) during the burst, the effect is reversed under Hint =

Hzz +ΩzIzT during free evolution and an echo should appear. If there is no resonance

offset during the burst, there is very little dephasing due to the small spread in Ωz as

well as a small global phase shift in the first half of the burst, but both of these effects

are undone in the second half of the burst. In this model, if there is no resonance

offset there is no net dephasing at the end of the burst. For this reason, the largest
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Figure 6.2: Quadratic echo experiments using the sequence {X,X}N2 {X,X}N2 −
90Y − tfree, where the frequency is jumped according Figure 6.1, and the signal is
acquired after the last 90Y pulse. The off resonance frequency is increased from top
to bottom, causing the quadratic echo peak to shift to later times in tfree. Sample
C60. N=100, τ = 10µs, and α ≈ 0.5.

signal should be observed at the start of free evolution. As the off resonance value

is increased, the rate of Zeeman dephasing during the burst is increased and the

net phase wrapping at the end of the burst increases according to the cross term

proportional to ΩzΩP IxT . The larger the net phase wrapping built up during the

burst, the longer it will take for the echo to appear. This dependence on ΩP , shown

in Figure 6.2, pushes the quadratic echo peak to later times in free evolution.
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If the total time evolution operator is assumed to have the form

e−
i
~(Hzz+ΩzIzT )tfreee−

i
~(− 1

2
Hzz−(2κ2ΩzΩP )IzT )Ntce−i

π
2
IyT (6.17)

the Zeeman and dipolar refocusing times are

tZ = 2κ2ΩPNtc (6.18)

td =
1

2
Ntc. (6.19)

Figure 6.3 shows good agreement with the Zeeman refocussing time predicted with

this model over a large range of resonance offsets, although the echo appears slightly

earlier due to terms that have been ignored. However, the linear dependence on ΩP

is clear.

As a tool to visualize the phase behavior during the burst and free evolution, phase

diagrams are also shown in Figure 6.3A. For resonance offset settings ΩP
h
> 0 Hz,

there is a net phase difference proportional to −κ2ΩzΩP between the representative

values Ωz
h

= ±100 Hz at the end of the burst. This Zeeman dephasing is undone by

+ΩzIzT during free evolution, causing the echo to form. For the case ΩP
h
< 0 Hz,

the phase difference is proportional to +κ2ΩzΩP , so that dephasing simply continues

during free evolution after the burst. As the frequency becomes more negative, the

peak of the quadratic echo appears to recede into the burst so that only the trailing

edge of the echo is visible during free evolution. Tracing the simulated phase “rays”

during free evolution back into the burst in a straight line, analogous to ray tracing

in geometric optics, shows where a “virtual” echo takes place (Figure 6.4).
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Figure 6.3: A. Simulated Zeeman phase angle during the quadratic echo burst in
grey and during free evolution in white. Representative values of Ωz

h
= ±100 Hz are

shown (red solid/dashed). Resonance offset is increased from −3 kHz to +3 kHz.
Free evolution begins at (t = 0 ms) where ΩP

h
= 0 Hz. Corresponding slices from

the image plot are shown in black. B. Image plot of 31 quadratic echoes for −3 kHz
≤ ΩP

h
≤ 3 kHz, in steps of 100 Hz. The black trend line shows the predicted Zeeman

refocusing time. Black dashed lines indicate the slices that are displayed in A. Sample
C60. N=100, τ = 10µs, and α ≈ 0.5.
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begins at (t = 0 ms) where ΩP

h
is set to 0 Hz. The projected virtual echo is shown in

blue. Sample C60. N=100, τ = 10µs, and α ≈ 0.5.

6.2 Linear Echo

In contrast, the corresponding linear sequence

{X,X}N2 {X,X}N2 − 90X − tfree

with the same frequency jump pattern (Figure 6.1) exhibits completely different be-

havior. Because {X,X} and {X,X} are symmetric sequences, the first order average

Hamiltonian term vanishes. For these two repeating blocks, the average Hamiltonian

expressions up to first order, which are linear instead of quadratic in Ωz, are

H̄{X,X} = αHzz − βHxx + λΩzIyT (6.20)

H̄{X,X} = αHzz − βHxx − λΩzIyT . (6.21)
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Following the same second averaging argument used the magic echo analog analysis

from Section 5.4, the dipolar terms reduce to

αHzz − βHxx → −α− β
2
Hyy. (6.22)

For the burst {X,X}N2 {X,X}N2 with the same frequency jumping pattern as the

quadratic echo experiment (Figure 6.1), the time evolution operator has the approx-

imate form

Uburst ≈ e−
i
~(−α−β2

Hyy−λΩ−netIyT )Ntc2 e−
i
~(−α−β2

Hyy+λΩ+
netIyT )Ntc2 (6.23)

≈ e−
i
~(−α−β2

Hyy)Ntce−
i
~(λΩP IyT )Ntc (6.24)

Following the burst with a 90X pulse and free evolution with ΩP = 0, the total unitary

operator for this experiment is

e−
i
~(Hzz+ΩzIzT )tfreee−

i
~(−(α−β2 )Hzz−λΩP IzT )Ntce−i

π
2
IxT . (6.25)

The effect of changing the sign of ΩP during the burst simply introduces a trivial

global phase factor e−iφIzT where φ = −ΩP
~ λNtc. This is followed by the dominant

Zeeman dephasing that takes place during tfree, causing the largest signal to occur

just after the burst for all ΩP .

For each value of ΩP , the net phase shift accumulated is the same for all spins

at the end of the burst. As shown in the phase simulations from Figure 6.5 A, the

phase trajectories of the representative isochromats with Ωz
h

= ±100 Hz drift away

from each other during the first half of the burst, under the influence of the term

+λ (Ωz + ΩP ) IyT . However, this dephasing is undone by −λ (Ωz − ΩP ) IyT during

the second half of the burst. The only remaining effect is the global phase shift due
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Figure 6.5: Linear echo experiments using the sequence {X,X}N2 {X,X}N2 − 90X −
tfree, where the frequency is jumped according Figure 6.1. A. Simulated Zeeman
phase angle during the linear echo burst in grey and during free evolution in white.
Representative values of Ωz

h
= ±100 Hz are shown (red solid/dashed). Resonance

offset, νP , is increased from 0 kHz to 1 kHz. Free evolution begins at (t = 0ms) where
νP = 0. B. Corresponding data taken for t ≥ 0 ms is shown in black. Sample C60.
N=100, τ = 10µs, and α ≈ 0.5.

to +ΩP during both halves of the burst.

For larger values of ΩP the overall phase shift only increases by the same amount

for each spin. In all cases, the largest signal appears at the end of the burst, showing

that our model is qualitatively correct. There is, however, a noticeable drop in ampli-

tude as ΩP is increased. Although this behavior is not predicted by the model, it is

likely due to higher order terms proportional to ΩP that were ignored in the analysis.

105



Chapter 7

Applications of the AHT model

The experiments shown so far are the first to demonstrate that the average Hamilto-

nian description outlined in Chapter 4 is quantitatively correct. In Chapter 5, using

H̄(0) we developed a new class of spin echoes based on this model that would not work

in the delta function pulse approximation. In Chapter 6, this approach was extended

to include the non-zero H̄(1) using a combination of the pulse sequences {X,X} and

{X,X}. These experiments not only utilize small terms typically ignored when strong

pulses are used, but emphasized these terms to great effect. With a solid understand-

ing of the underlying finite pulse effects and a quantitative description, we can begin

to ask what applications this approach might have in the many fields that utilize spin

echoes in spin control.

Initially, some time was spent trying to use the average Hamiltonian expressions,

H̄(0) of the burst in the magic echo analog experiment or H̄(1) of the quadratic echo,

directly to control dipolar or Zeeman phase wrapping. In the end, the most progress

was made using these as subunits in building much more complicated sequences.

In this chapter, we will use these building blocks to develop exceptionally effective

approaches to line narrowing and MRI of solids.
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Figure 7.1: Schematic of the composite block pulse sequence {N, δ, ψ1, ψ2}M based on
the quadratic echo pulse sequence in Figure 6.1. The free evolution period (∆ + δ) is

followed by the burst, 90ψ1−{X,X}
N
2 {X,X}N2 −90ψ2 and then another free evolution

period (∆ − δ). The time interval ∆ = Ntc
4

and |δ| ≤ ∆. ψi = ±Y for i = 1, 2. The
burst has a duration of Ntc = 4∆, where tc = 4τ + 2tp.

7.1 The Composite Block

In the previous chapter, the quadratic echo from Section 6.1 used non-zero H̄(1) terms

to control the relative rate of both dipolar and Zeeman phase wrapping. To utilize

this unique property, we designed the larger composite block

(∆ + δ)− 90ψ1 − {X,X}
N
2 {X,X}N2 − 90ψ2 − (∆− δ)

where the time interval ∆ = Ntc
4

, |δ| ≤ ∆, and ψi = ±Y for i = 1, 2. The burst,

90ψ1 − {X,X}
N
2 {X,X}N2 − 90ψ2 , has a duration Ntc = 4∆.1 The total cycle time

for larger composite block, which includes the duration of the burst and the two free

evolution periods before and after the burst, is 6∆. In shorthand notation, we will

refer to this larger composite block as {N, δ, ψ1, ψ2}.
If the wrapper pulses 90Y and 90Y (ψ1 6= ψ2) are used and Ωnet

z = Ωz + ΩP is held

constant during the burst of duration 4∆, equation (6.16) shows there will only be a

1Including the finite time of 90ψi
wrapper pulses lengthens the burst duration toNtc+tp = 4∆+tp

and makes the average Hamiltonian description more complicated. In general, tp � Ntc, so we first
try to ignore this term and assume that the 90ψi

are delta function rotations. However, we later
found that the finite time of 90◦ wrapper pulses do have non-negligible effects over many repetitions,
compared to the one or two inserted pulses of the experiments in Chapter 5. In order to achieve a
quantitative description of the spin system behavior and optimize sequence performance, the finite
pulse duration of these pulses must be taken into consideration.
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net dipolar phase wrapping under −1
2
Hzz. This will be completely undone by +Hzz

during the free evolution periods before after the burst, with a total duration 2∆.

The other case, ψ1 = ψ2, can be interpreted as a simplification of the sequence

90Y − {X,X}N2 {X,X}N2 − 90Y − 180Y where the last two pulses occur with no time

delay between them. The combination 90Y − 180Y can be simplified to 90Y making

both wrapper pulses the same. However, written in this expanded way, it is easier to

see that average Hamiltonian of the burst has the same form for both cases ψ1 6= ψ2

and ψ1 = ψ2, causing dipolar phase wrapping under −1
2
Hzz. What is left is the so-

called “hidden” π-pulse which has no effect on the dipolar term. However, the hidden

π-pulse does flip the sign of HZ during one of the free evolution periods outside the

burst, leading to a different evolution.

If we ignore the finite duration of the 90◦ wrapper pulses for now and use the

same approximations from the quadratic echo experiments, the corresponding unitary

operators for the two composite repeating blocks are

e−
i
~(Ωnetz IzT )2∆ for ψ1 6= ψ2 (7.1)

R180Y e
− i

~(Ωnetz IzT )2δ for ψ1 = ψ2 (7.2)

From these equations, it is easily seen that this block design prevents net dipolar

evolution over the total 6∆ cycle time. There is only a net Zeeman phase wrapping

of either +2Ωnet
z ∆ or +2Ωnet

z δ, depending upon the choice of ψi.

7.2 Time Suspension Sequence

Inspection of equation (7.2) shows that both the dipolar and Zeeman dephasing will

be completely refocused if ψ1 = ψ2 and δ = 0. This pattern yields a time suspension

sequence [54], which will result in a narrowed spectrum provided that the signal is
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Figure 7.2: Time-suspension data on 13C in C60 taken by Yanqun Dong using the
sequence 90X − {2, 0, Y , Y }9600 with τ = 22µs, ω1

2π
∼ 25kHz, νP = −3.5 kHz (blue)

The line narrowed signal extends far beyond the normal C60 FID with νP = 0 Hz
(red). The inset shows the 260 Hz normal spectrum (red) is narrowed to 0.03 Hz
centered at νP . From reference [5].

acquired at the end of each {N, 0, ψ1, ψ1} block.

The data in Figure 7.2 taken by Yanqun Dong shows the line narrowing sequence

applied to 13C in C60 [5]. Using a Tecmag LapNMR spectrometer with a “synth8”

synthesizer, our time suspension narrows the normal line width from 260Hz to 0.03Hz.

Much work was done to find the optimal parameters (N , νP , tc, etc.) to overcome

experimental roadblocks in order to achieve such extreme line narrowing, which Dr.

Dong details in her thesis [5].

Encouraged by the successful application of these ideas to very clean and simple

samples such C60 and 29Si, we wondered if our sequences could help in the study of

some important biomaterials, despite the more complicated spin environment. We
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decided to use our model to investigate bone and tooth samples, since theHint studied

in this dissertation is similar to that of 31P in these materials [55, 56].

Figure 7.3 shows our line narrowing sequence used on a human deciduous (i.e.

baby) tooth and cattle bone sample. Application of the sequence 90X −{2, 0, Y, Y }m

on the tooth sample narrows the 3.4 kHz line width to 11 Hz and to 8 Hz in the

bone sample. In these experiments both transmitter and receiver were set to a global

resonance offset νP = 3kHz which is where the narrowed spectra are centered. The

resonance offset helps improve the second averaging approximation we use in our

model. However, increasing νP by too much results in decreased performance for

νP > 3kHz, as higher order corrections of H̄(n) or other error terms become larger

and have greater impact on the spin evolution.

Removing the effects of HZ and Hzz with the line narrowing sequence reveals a

residual line width that is most likely due to small fluctuating fields in the sample

[10, 14]. In bone samples, it is likely that the fluctuations are caused by random

proton hopping near the phosphorus atoms [56] and are not refocused. The small

amount of decay this causes does not necessarily detract from this method of line

narrowing since it shows that our sequence is potentially helpful in measuring small

interactions in a spin Hamiltonian that are normally obscured by the larger HZ and

Hzz interactions.

Achieving such long decay times in these samples pushed the limits of our older

spectrometer. Through a series of experiments [5] and discussions with our spec-

trometer manufacturer, we realized our initial experiments were limited not by the

fluctuating fields, but by random phase noise of the “synth5” pulse synthesizer in

the Apollo spectrometer. To improve our experiments we eventually purchased a

new generation spectrometer from Tecmag, an Apollo HF2, with a “synth8” pulse

synthesizer that had a longer phase coherence time. With this spectrometer, Figure
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Figure 7.3: Line narrowing sequence 90X−{2, 0, Y, Y }1500 applied to 13P NMR of two
biological samples: (A) a human deciduous tooth (τ = 20 µs) and (B) a cattle bone
(τ = 12 µs) at room temperature. νP = 3 kHz, pulse strength ω1

2π
≈ 80 kHz and Bext

= 12 Tesla. The line narrowing sequence yields signal (blue) that extends well beyond
the normal FID with νP = 0 Hz (red). Insets show the Fourier transformations of
the decay curves. The (A) 3.4 kHz ((B) 3.4 kHz) normal spectrum (red) is narrowed
by a factor of ∼300(500), down to 11 Hz (8 Hz), centered at νP . These factors were
limited by the phase noise of the Tecmag Apollo “synth5” spectrometer at this 206.95
MHz Larmor frequency.
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Figure 7.4: Line narrowing sequence 90X −{N, 2, Y, Y }1500 applied to 13P NMR of a
human deciduous tooth using an improved Tecmag Apollo HF2 “synth8” spectrometer
at a Larmor frequency of 206.95 MHz. Pulse strength ω1

2π
≈ 17 kHz, τ = 5 µs, νP = 7

kHz, Bext = 12 Tesla at room temperature. The line narrowing sequence improves by
a factor of ∼ 6 with upgraded equipment. Insets show the Fourier transformations
of the decay curves. The 3.8 kHz normal spectrum (red) is narrowed by a factor of
∼ 1900, down to 3 Hz, centered at νP .
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7.4 shows we were able to push the spectral line width in the tooth sample down by

another factor of 5.

7.3 MRI sequence

A major challenge in the MRI of solids is to overcome line broadening effects from

the strong dipole-dipole interaction. In liquid state NMR, extremely sharp lines

are common due to motional narrowing [9, 10]. The rapid tumbling of molecules

in the liquid state effectively averages the out line broadening mechanisms found in

many solids. In imaging experiments, these types of line broadening interactions can

overwhelm the smaller Zeeman shift which encodes the spatial information through

field gradients, resulting in a wide structureless line and low spatial resolution. In the

previous section, the composite block was designed to halt both Zeeman and dipolar

evolution. Here we use the composite block {N, δ, ψ1, ψ2} where ψ1 6= ψ2 from Section

7.1 which allows for Zeeman evolution. Because this composite block can measure

pure Zeeman shift information without dipolar dephasing, we hoped it could be useful

in the MRI [54, 57, 58] or MR microscopy [59] of solids.

Applying a linear magnetic field gradient across a uniform sample encodes the

spatial information that will be used in creating an image. The local field, and

therefore the resonance frequency, a nucleus experiences will depend on its position

in the field gradient.

A magnetic field gradient across a uniform test sample produces a uniform spread

in Ωnet
z . This results in a Zeeman spectrum with a box top or top-hat line shape.

Measuring a spectrum like this is the first step toward imaging solids, using the back-

projection technique [58, 60, 61]. To mimic a box top lineshape, we used a discrete

set of ΩP to move the narrow C60 spectrum to particular off-resonance positions.
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Figure 7.5: Reproduction of a top-hat line shape in C60 taken by Yanqun Dong
using sequence 90X − {2, t0,−Y,−Y } − {2, 0,−Y, Y }30 with τ = 22µs, and t0 = 0.
Each trace is the measured spectrum of a pseudo-FID [5] with different νP , for -4
kHz≤ νP ≤+4 kHz in steps of 500 Hz, covering the range 2π|νP |/ω1 ≤ 16%. To
obtain this full bandwidth, the pseudo-FID interleaves a second data set using the
same sequence, but with t0 = −(∆

2
+ 1

2ω1
). From reference [62].

Figure 7.5 shows a faithful reproduction of the input top-hat spectrum taken by

Yanqun Dong, where each spectrum is the Fourier transformation of the pseudo-FID

resulting from two interlaced data sets [5]. Both the signal amplitude and the νP

values have been accurately reconstructed using this approach. The individual peaks

in the spectra are slightly narrowed compared to the input spectra since Hzz has been

removed. However, due to the small dipolar linewidth (FWHM = 38Hz) compared to

the much larger Zeeman linewidth (FWHM = 260Hz), there is very little improvement

on spatial resolution from removing dipolar evolution.

7.3.1 High Resolution MRI Sequence

Although the MRI sequence performed well, there was very little improvement over a

traditional box top spectrum that would include both Zeeman and dipolar evolution.

Somewhat unsatisfied with the top hat spectrum in C60, we wondered if there was a

way of improving the resolution. The limiting factor on the resolution in Figure 7.5 is
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the width of the individual peaks. The width of each peak in Figure 7.5 is a measure

of the internal Zeeman spread Ωloc
z , while its position in the box top spectrum is

determined by the global resonance offset ΩP . We wanted to design a sequence

that would refocus both the Zeeman and dipolar dephashing while retaining the

global offset we impose with our spectrometer. The sequence we developed combines

the refocussing properties of the time suspension sequence in Section 7.2 with the

frequency jumping technique used in the quadratic echo sequence in Section 6.1.

In the time suspension sequence, the hidden π-pulse flips the sign of the Ωnet
z term.

If the free evolution time before the burst is equal to the free evolution time after the

burst (δ = 0), there should be no net Zeeman phase wrapping. However, we want to

preserve the ΩP term in Ωnet
z = Ωz + ΩP to generate a box top spectrum.

Recall from Section 6.1 that we used phase coherent frequency jumping defined

by

Ω+
net = Ωz + ΩP (7.3)

Ω−net = Ωz − ΩP (7.4)

to bring out the quadratic nature of of the Ωnet
z term. To retain the resonance offset

information while using the time suspension sequence, the frequency is jumped from

+ΩP to −ΩP in every other 2∆ free evolution period. We also keep ΩP 6= 0 during

the bursts since this magnifies the transverse field term we use in our model for

second averaging. Figure 7.6 shows two phase jump patterns that preserve ΩP while

simultaneously eliminating the effects of Ωloc
z IzT and Hzz in our model. Notice that

the two schemes have the same resonance offset settings during the free evolution

periods, but have opposite ΩP during the bursts.

Our early attempts of the high resolution MRI experiment used the sequence
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+ΩP

−ΩP

C

+ΩP

−ΩP

B

Figure 7.6: (A) Schematic of the high resolution MRI pulse sequence. To implement
the phase jumping technique, at least two composite blocks of {N, 0, ψ, ψ} are needed.

The 90ψ wrapper pulses are shown in grey, the {X,X}N2 is the block in blue and

{X,X}N2 is the block in red. (Compare to Figure 7.1). Signal is acquired during
the 2∆ free evolution time between bursts. Shown above the free evolution period is
the toggling frame Hamiltonian expression for the Zeeman term, H̃Z . In our model,
H̃Z is not present during the bursts. (B) and (C) show two resonance offset jump
patterns that preserve the resonance offset information, ΩP .
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{2, 0, Y , Y } since that was successful in line narrowing experiments done on C60 (Fig-

ure 7.2) while the frequency jump pattern used +ΩP during the first burst and −ΩP

during the second. However these attempts showed poor line narrowing or unpre-

dictable behavior as ΩP was varied.

In previous experiments we found that the 90ψ wrapper pulses had non-negligible

effects over many repetitions [5] and we suspected they might contribute to the loss

of signal and strange behavior in these first high resolution MRI experiments. In

our simplified model, it should not matter if the resonance offset is set to +ΩP or

−ΩP since, during the bursts, we only use the offset to improve second averaging. In

practice, the sign of the resonance offset had an impact on the performance of the

90ψ wrapper pulses. With guidance from theory, but mostly through trial and error,

we found that it was important for all four 90ψ wrapper pulses to have the same ψ

(e.g. all 90Y as opposed to two 90Y followed by 90Y ) and were applied with the same

ΩP setting.

Although it is hard to explain exactly why one pattern of wrapper pulses gives

better performance than another, calculating an average Hamiltonian description for

90ψ wrapper pulses could offer some guidance in optimizing the pulse sequence further.

The AHT calculation using non-zero during 90ψ wrappers showed some similarities

between the repeating π-pulse sequence {Y, Y } and the composite block {2, 0, Y, Y }.
Likewise, a similar connection was found between {Y , Y } and the composite block

{2, 0, Y , Y }.1 In all four of these cases, there is no effective transverse field term in

H̄(0), only terms proportional to Hzz and Hyy, but there is one in H̄(1) proportional

to Ω2
zIyT . This term switches sign when changing from {2, 0, Y, Y }2 to {2, 0, Y , Y }2.

1The average Hamiltonian calculation for the 90ψ wrapper pulses is actually over two composite
blocks (i.e. The full cycle is {2, 0, Y, Y } − {2, 0, Y, Y } or {2, 0, Y , Y } − {2, 0, Y , Y }) to satisfy the
requirement in equation (4.8) that Hrf is cyclic. It also uses the average Hamiltonian description
of the quadratic echo sequence from Section 6.1 as Hint between the wrapper pulses, treating the
wrapper pulses as the only Hrf .
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Figure 7.7: (A) Schematic of composite block {N, 0, φ1, φ2}. (B) High resolution
MRI pulse sequence with frequency jumping ΩP . The repeating super-cycle block
composed of the four composite blocks {N, 0, φ1, φ2} is repeated m times. Signal is
acquired after the initializing 90X pulse and at the center of each 2∆ period. ∆ = Ntc

4
.

As a next step in improving the sequence, we used a composite block {2, 0, Y, Y }2−
{2, 0, Y , Y }2 with the frequency jumping pattern in Figure 7.6B, hoping to eliminate

any dephasing that might arise from this transverse field term. This did improve the

line narrowing as hoped, although there was a slight asymmetry between positive and

negative resonance offset values (e.g. using νP = +3kHz versus using νP = −3kHz in

the jump patterns from Figure 7.6B). Eventually we found that combining the two

frequency jump patterns in Figures 7.6B-C with the composite block {2, 0, Y , Y }2

produced the best results. The final pulse sequence shown in Figure 7.7.

Figure 7.8 shows this sequence applied to 13C in C60. Each individual peak has

a FWHM ∼ 3 Hz, a factor of 100 times worse than the line narrowing experiment

alone, but 100 times improvement on the Zeeman line width shown in the MRI box

top spectrum in Figure 7.5. Since the integrated area under each peak should be

conserved, the scatter in the peak height is most likely amplified by such a narrow

width. Although the box top shape is a bit crude, the frequency resolution is improved
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Figure 7.8: Reproduction of a high resolution top-hat lineshape in the C60 sample

using the sequence 90X −
{{2, 0, Y , Y }2 − {2, 0, Y, Y }2

}800
and the frequency jump

pattern shown in Figure 7.7B. τ = 22 µs and ω1

2π
≈ 24 kHz. Each trace is the

measured spectrum of an oscillating time suspension signal with different νP , for
−800Hz≤ νP ≤ +800 kHz in steps of 50 Hz. Resolution is improved by a factor of
> 50 over the box top spectrum in Figure 7.5.
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Figure 7.9: Reproduction of a high resolution top-hat line shape in human deciduous

tooth sample using the sequence 90X −
{{2, 0, Y , Y }2 − {2, 0, Y, Y }2

}1000
and the

frequency jump pattern shown in Figure 7.7, with τ = 5 µs and ω1

2π
≈ 28.9 kHz. Each

trace is the measured spectrum of an oscillating time suspension signal with different
νP , for -2 kHz≤ νP ≤+2 kHz in steps of 250 Hz. 31P NMR with a 206 MHz Larmor
frequency at room temperature.

by factor of > 50 over the box top spectrum, which would result in a much higher

spatial resolution when used in MRI.

This experiment was also done on the human deciduous tooth sample. Figure 7.9

shows the high resolution MRI box top spectrum. Each individual peak has a FWHM

∼ 250 Hz, a factor of 14 improvement over the full line width and worse by a factor

of 80 compared to the line narrowing experiment.

It is difficult to say anything conclusive about why this particular pattern gave

the best results. In the average Hamiltonian calculations for {Y, Y }, there were many

terms that were very hard to interpret [3, 4, 5, 24], particularly those in H̄(1). The
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sequences here are even more complex and we have made many assumptions to make

the average Hamiltonian calculations more tractable. Many terms and interactions

have been left out, which, no doubt, have an important role in the spin evolution.

7.4 Comparison to Current Methods and Future

Challenges

Current approaches to the MRI of solids [54, 57, 63] require ΩP = 0 Hz during

the burst to effectively eliminate dipolar dephasing. This constrains the timing and

magnitude of gradient pulses used in these experiments [58]. In comparison, our

approach does not need to switch off the applied Zeeman gradient during the bursts,

which enables the slow ramping and application of large field gradients at moderate

cost. It should also be possible to implement standard frequency- and phase-encoding

methods using this approach [10, 58].

We are encouraged by the results of our sequences on the biological samples in

this chapter and feel they may also have some potential applications in proton (1H)

NMR. However for protons, and many other important nuclei, the dipolar broadening

dominates the magnetic broadening while our our model works best in the opposite

limit ||HZ || ≥ ||HZZ ||.
To try to reach this limit a large ΩP can be used, as demonstrated in the adaman-

tane proton NMR experiment in Figure 7.10. Although these results are encouraging,

the model used in this dissertation is not well suited for the adamantane system due

to the larger scale of ||Hint||. To make our original model using only the first two

terms of the average Hamiltonian expansion more applicable to this system, tc would

need to be reduced, which is not easy to do a using typical coil and our current

spectrometer. Specifically, higher order corrections to H̄ are necessary for a good
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Figure 7.10: Proton NMR in Adamantane (C10H16) at room temperature. A. An echo
using the magic echo analog sequence {X,X}N −90X as in Figure 5.7, but with νP =

−25 kHz. B. Echo is improved using the composite sequence {X,X}N2 {X,X}N2 −90X
and νP = 25 kHz. The pulse strength ω1

2π
≈ 89.3 kHz is approximately 6 times bigger

than the 15 kHz linewidth of 1H in adamantane, with a 127.79 Larmor frequency at
Bext = 3 Tesla. N = 20 and τ = 5.6 µs
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description the behavior. As an alternative approach, microcoils [64, 65, 66] can be

used to reach shorter tp which also reduces tc.

7.4.1 Concluding Remarks

While these limitations must be acknowledged, it should be clear that this work has

potential in many areas in science. When pulses are strong, they are conventionally

approximated as instantaneous delta functions, causing perfect rotations. However,

after many years of close study and experimentation we have found that the finite

duration of real pulses, even in the strong pulse limit, can contribute strikingly large

effects when many phase-coherent pulses are applied. By identifying and exploiting

the main Hamiltonian terms that arise from the finite duration of pulses, we were able

to demonstrate new classes of spin echoes. The exploration of these typically ignored

terms also guided us in the design of effective approaches to line narrowing and MRI of

solids. Exploiting the internal structure of strong π-pulses provides experimentalists

with yet another technique to control the coherent evolution of quantum systems,

which has applications far beyond NMR. In quantum information processing, this

may be a particularly useful tool to beat the limit on pulse control fidelity that is

imposed by non-zero Hint during any real pulse. It should also be noted that related

effects can occur for a wider variety ofHint andHPφ [3] than has been discussed in this

dissertation, provided that
[Hint,HPφ

] 6= 0. Beyond NMR, the model Hamiltonian is

common in ESR and in spectroscopy of pseudo-spins (e.g., superconducting qubits),

making this work directly applicable to all these systems.

123



Appendix A

Phase Transients

Although the ideal square pulse has a perfectly square shape with a single frequency

and single phase, sudden changes in amplitude or phase are hard to achieve without

rf distortions. For this reason, phase transients at the beginning and end of pulses

are always present and can lead to unintentional spin rotations [67, 68, 69].

To measure the real pulses in our experiments, a pick up loop was positioned

near the NMR coil and the signal from the pick up coil was measured while pulses

were applied (Figure A.1). Although the sign and phase of the transients are highly

dependent on the individual tank circuit, resonance frequency and tuning, the phase

transients in our Hahn echo analog experiment most likely had the asymmetric form

shown in Figure A.1.

This phase pattern was confirmed by using average Hamiltonian theory to an-

alyze the effect the phase transients during the {Y , Y }and {Y, Y } repeating blocks

and observing these effects in the experiments. The phase transients in our Hahn

echo analog experiment can be approximated in an average Hamiltonian analysis by

including a small angle X-phase pulse before the 180Y pulse and a small X-phase

pulse afterward [69], both of time duration ε. Similarly, for the 180Y pulses, a small

angle X-phase pulse is added before the π-pulse and a small angle X-phase pulse
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Figure A.1: Measured pulse shapes of X, X, Y and Y -phase pulses at radio frequency
128.56 MHz with pulse strength ω1

2π
= 25kHz. Pulse length of 25µs is comparable in

length to the π pulses used throughout this dissertation.

afterward, also with time duration ε. In the toggling frame of the π-pulses, all four

phase transients in a repeating block have the same phase, (i.e. X for {Y , Y } and

X for {Y, Y }). Because the effect of the phase transients adds constructively, the

spins feel the effect of a constant field pointing along either −x̂ or x̂, causing the

oscillations present in Figures 5.1 to 5.5. Interestingly, in the other pulse sequences

these effects either cancel out over a full cycle or do not cause any rotations.

The inclusion of phase transients adds an extra term proportional to ε to original

expression of the zeroth order average Hamiltonian. For example, for {Y , Y } the

zeroth order average Hamiltonian expression from equation (5.15) becomes

H̄(0)

{Y ,Y } = H̄(0)
{Y,Y } −

4tp
πtc

ΩzIxT −
4ε

tc
~ω1IxT . (A.1)

To test this description, the racetrack Hahn echo analog experiment was performed at

different off resonance settings (Figure A.2). If a pulse transmitter offset is introduced,

Ωz → Ωz + ΩP , the signal will appear to be on-resonance under the condition

4tp
πtc

ΩP IxT =
4ε

tc
~ω1IxT . (A.2)
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Figure A.2: Quadrature detection in the Hahn echo analog experiment at varying
resonance offsets. Original Hahn echo analog experiment, 90X − {Y , Y }N1{Y, Y }N2

in grey and detection along z-axis, 90X − {Y , Y }N1{Y, Y }N2 − 90X , in color. A.
“On resonance” signal occurs at νP ≈ 500Hz. tp=20.9µs. Rainbow traces taken
from +250Hz to -1000Hz in steps of +250Hz. B. “On resonance” signal occurs at
νP ≈ 100Hz. tp=40.5µs. Rainbow traces taken from -25Hz to -150Hz in steps of
+25Hz. Sample C60. τ = 25µs, and α ≈ 0.5 N1 = 100, N2 = 100 for Hahn echo
analog experiment and N2 = 5, 10, 15, . . . 100 for detection along the z-axis.

Using the fact ω1 = π
tp

, the signal would appear to be on-resonance when

ΩP =
π2~ε
t2p

. (A.3)

When this off resonance setting was equal and opposite to the average field gen-

erated by the phase transients, the signal observed along the y-axis, Figure A.2 in

grey, no longer had the oscillations observed for ΩP = 0 in Figure 5.5.
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As another test, changing the pulse strength should change the offset frequency

needed to satisfy the condition in equation (A.3). Since the length of the phase

transients is constant, determined by the Q of the circuit, the small average field pro-

duced by the phase transients should decrease with decreasing pulse strength. Also,

reducing the pulse strength lengthens tp to satisfy the condition π = ω1

tp
. These two

effects combined will effect the transmitter frequency needed to produce a signal that

appears on-resonance. As shown by the 1
t2p

dependence in equation (A.3), reducing

the pulse strength by half should reduce the the transmitter frequency by a factor

of four. In Figure A.2 B, grey, the pulse strength was reduced by a factor of two,

which resulted in a reduction of ΩP from ∼500 Hz to ∼100 Hz to produce a signal

that appeared to be on resonance. This reduction is close to the expected factor of

four.

In color, z-channel measurements (see Section 5.3) are also shown in varying res-

onance offsets. Oscillations along the z-axis are present when the resonance offset

is larger or smaller than average field generated by phase transients and no oscilla-

tion (green) is present when the resonance offset cancels the phase transient field.

In combination, z-channel and y-channel measurements show the nutation of the

magnetization about the small average field along the x-axis produced by the phase

transients.
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